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Abstract 
Unfounded causal claims from the internet, the fact that randomized control 
trials (RCTs) cannot address many critical issues, and reports that scientific 
studies fail replication attempts suggest reconsidering how students learn to 
evaluate causal claims. Traditionally, students learn RCTs are at the top of the 
research methods hierarchy, and that they cannot infer causation from asso-
ciations (e.g., correlations). Both traditions are debatable. Students need to 
learn how to evaluate causal claims they encounter in daily life as well as 
claims supported by scientific evidence. Students will become better critical 
thinkers from learning a definition of evidence that applies inside and outside 
the psychology laboratory and how to use anecdotes, associations, and RCTs 
in defense of causal claims. They must learn to question all evidence and seek 
patterns of supporting evidence for causal claims. 
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1. Introduction 

Social media emit a flood of causal claims supported by weak or nonexistent 
evidence. For example, some Americans argue that COVID-19 vaccinations might 
make one magnetic (Schwarcz, 2021) or contain an electronic tracking chip 
(Schoolov, 2021). No causal pathway exists for magnetism or a tracking chip to 
be transferred via a liquid vaccine and no evidence supports those claims. Yet, 
these beliefs persist among some people who refuse a medical intervention that 
would benefit them, while demanding medications that will not help (Taccone et 
al., 2022). The traditional curricular emphasis on well-designed studies with ran-
dom assignment leaves students unprepared to evaluate such claims.  
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A randomized control trial (RCT) is an experiment that has random assign-
ment of subjects to conditions which demonstrates the researcher has manipu-
lated the independent variable. Traditionally, students learn RCTs are at the top 
of the research methods hierarchy and that RCTs demonstrate a causal relation-
ship between the independent variable and the dependent variable. However, 
many scientific studies do not work when they are repeated or replicated, which 
means interpretation of scientific studies, even those with random assignment, 
must be approached with skepticism. Whether based on observations, associa-
tions, or RCTs, a valid causal claim needs support from a pattern of evidence, 
not a single study. APA Guidelines for the Undergraduate Psychology Major 
(American Psychological Association, 2013: p. 21) strongly emphasize scientific 
method and pursuit of scientific knowledge. The research methods foundation 
can be strengthened by adjusting pedagogy to account for failures to replicate 
studies and expanding beyond the pursuit of scientific knowledge to the pursuit 
of knowledge involving all types of causal claims including baseless conspiracy 
theories. Critical thinking is the most frequently addressed career skill in intro-
ductory psychology (Richmond et al., 2021) but students should learn to eva-
luate the entire range of causal claims from conspiracy theories to RCTs.  

Most students learn research methods using the Campbell model (e.g., 
Campbell & Stanley, 1966) which emphasizes the value of random assignment, 
categorizes threats to validity of a causal claim, and examines a study’s internal 
versus external validity. Some assumptions of this model can be challenged, es-
pecially the ideas that correlation cannot support a causal claim and placing 
RCTs at the top of a hierarchy of scientific methods. RCTs are essential evidence 
in many contexts such as evaluating the efficacy of treatments, but in many oth-
er contexts RCTs are impossible or unethical and associations and observations 
must be used to support causal claims. Further, many scientific studies do not 
produce the same results when they are repeated or replicated. These failures to 
replicate indicate students should learn to skeptically evaluate all scientific stu-
dies. Evidence supporting a causal claim may come from anecdotes, observa-
tions, associations, and/or RCTs, but all forms of evidence need to be interpreted 
with caution.  

The paper begins with a definition of evidence applicable to a wide variety of 
causal hypotheses followed by an overview of research methods and statistical 
concepts that assist in evaluating the strength of a causal claim. Next, the paper 
addresses the question of what is meant by a causal claim with examples of criti-
cal thinking about causal claims that do not come from laboratory studies. The 
paper then reviews why replication failures occur and their implications for 
making causal claims from scientific evidence. The last section summarizes 
guidelines for critically evaluating causal claims.  

2. Rethinking Critical Thinking Pedagogy for Psychology  
Students 

First, I propose a definition of evidence that applies to issues students face in 
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daily life and scientific studies. The next section reviews core concepts in re-
search methods that assist in evaluating the validity of causal claims. The re-
maining sections illustrate how to evaluate causal claims while placing less em-
phasis on RCTs.  

2.1. Definition of Evidence 

I propose psychology courses begin by defining evidence as a verifiable or re-
peatable observation that is falsifiable. Thus, evidence can be anecdotes, finger-
prints, surveys, eye-witness testimony, DNA, videos, RCTs, associations, fre-
quencies, or any documented record of events. Evidential requirements vary 
from situation to situation. Judging guilt or innocence on a jury requires differ-
ent evidence than establishing efficacy of a psychological treatment. Thus, evi-
dence provides a broader basis from which to argue causal claims and prepares 
students to look at the evidence whether the claim emerges from social media, a 
jury trial, or a RCT.  

Consider the causal claim that Person X committed a crime. Finding finger-
prints of Person X at the crime scene is one piece of evidence. The observation 
consists of comparing the crime scene prints with known prints from Person X. 
If the prints match, Person X is likely to have been at the crime scene. The ob-
servation is verifiable because a judge, jury members, or experts can assess 
whether the prints from Person X match those at the crime scene. Other evi-
dence may consist of DNA found at the crime scene, eyewitness testimony, iden-
tification of the suspect in a photo lineup, etc. The more observations that asso-
ciate Person X with the crime, the more likely Person X committed the crime. 
However, skepticism applies to all evidence. Experts and nonexperts might dis-
agree whether fingerprints taken at two separate locations and times actually 
match. A pattern of credible evidence should support the claim that Person X 
committed (caused) the crime.  

Although observations are the main evidence in a criminal jury trial, some 
circumstances demand a RCT. An anecdotal observation may lead to the dis-
covery of a treatment, such as the accidental discovery of the antibiotic, penicil-
lin. However, the antibiotic effect must hold up in RCTs for the treatment to 
become mainstream. For medical or psychological treatments, RCTs are the 
“gold standard” for evaluating treatment efficacy. However, one must take a 
skeptical view of a single RCT and seek a pattern of supporting evidence.  

Psychologists dismiss nonsystematic observations and anecdotes in favor of 
more sophisticated evidence such as RCTs. However, observations can support 
causal arguments. For example, a video of a person committing a crime provides 
convincing evidence that the person in the video is guilty. In contrast, eye-witness 
testimony is unreliable evidence (Loftus, 2019). An observation on video would 
have more weight than an eye-witness report with no corroborating evidence. 
Observations varying in their degree of sophistication and strength are the evi-
dence for all causal claims. 
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2.2. Pedagogical Ideas 

Students need to understand the definition of evidence, a verifiable or repeatable 
observation that is falsifiable. A video record of an observation has the element 
of verifiability, whereas an eye-witness report is more difficult to verify. An 
eye-witness account of primate tool-use by a trained observer might be compel-
ling evidence that cognition was a causal factor in the use of the tool. Falsifiabil-
ity comes from the fact that others have the opportunity to observe under simi-
lar conditions and either verify or disconfirm the original finding. However, 
some events are so unusual, such as a claimed encounter with extraterrestrials, 
that they are essentially unfalsifiable. While one reported sighting of extraterre-
strials may be unfalsifiable, other physical evidence such as extraterrestrial tech-
nology, videos, and radar records, could be used to support the claim that extra-
terrestrials caused the findings. Multiple independent sightings lend additional 
support to the original report. Students need to subject all evidence to a critical 
thinking process to evaluate the strength of support it provides for the causal 
claim. The goal is to seek a pattern of evidence that supports the causal claim. 
Either weak evidence or no evidence invalidates the claim. 

Quizzes can verify that students understand the definition of evidence. Stu-
dents can discuss examples of evidence in small groups and evaluate the strength 
of support for the underlying causal claim. Either the course content or students 
could provide the examples. Following is a list of questions to which each small 
group can provide a response.  
 What is the evidence? 
 What is the underlying causal claim? 
 Is the evidence verifiable or repeatable? 
 Is it possible to falsify the evidence or claim? 
 On a scale from Extremely weak to Extremely Strong, what is the strength of 

this evidence? 
 Why did you reach this conclusion? 

3. Basic Research Methods and Statistics Concepts 

The Task Force on Statistical Inference (Wilkinson et al., 1999) solidified the 
place of Null Hypothesis Significance Testing (NHST) in research. To read re-
search articles or become researchers, students must understand NHST logic. 
The strength of evidence represented by a scientific study is linked to compo-
nents of NHST such as probability, alpha level, effect size, and power. A doubtful 
emphasis of the Task Force was on the importance of random assignment which 
“allows for the strongest possible causal inferences free of extraneous assump-
tions” (p. 595). Random assignment does not always accomplish this, and one 
RCT alone cannot validate a causal claim. See Wielkiewicz (2022) for a detailed 
discussion of the concepts discussed below. 

3.1. Measured and Manipulated Variables 

The introductory course should define measured and manipulated variables 
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(Meltzoff & Cooper, 2018; Morling, 2021). A manipulated variable is a necessary 
component of RCTs. Random assignment to groups indicates a manipulated va-
riable. If a variable is manipulated and the result is statistically significant, this is 
evidence that the manipulated variable causes the changes in the dependent va-
riable. Dependent variables in a RCT, and subject variables such as gender, age, 
or diagnosis are measured variables. A study assessing the relationship between 
or among measured variables is only capable of testing the association or corre-
lation among the variables. Although no single study can establish a causal rela-
tionship, other things being equal, a RCT is stronger evidence for a causal claim 
than a study that assesses associations or correlations. A successful replication of 
a RCT greatly strengthens the underlying causal claim. However, a single study 
demonstrating an association requires a broader pattern of evidence than a sim-
ple replication to validate the causal claim. In order to understand the nature of 
a scientific study manipulated and measured variables need to be labeled cor-
rectly. The meaning of the terms independent and dependent variable varies 
with the context. Identifying measured and manipulated variables is a key to 
comprehending the design of a study and the strength of support it lends to a 
causal claim. 

3.2. Cognitive Biases  

Cognitive biases may influence almost any aspect of the design or interpretation 
of research or an anecdotal observation. In other words, cognitive biases inter-
fere with scientific objectivity. Stapleton (2019) reviews cognitive biases includ-
ing confirmation bias, seeing patterns in place of randomness, confusing an as-
sociation with causation, ignoring the importance of sample size and representa-
tiveness, and not accounting for the base rate. Whether data are from a large-sample 
survey, a literature review, a RCT, or personal experience, cognitive biases may 
influence collection or interpretation of observations.  

For example, confirmation bias is the tendency to select information that 
supports a pre-existing belief and ignore information that contradicts the belief. 
Stapleton (2019) asserts that confirmation bias may be the most difficult cogni-
tive bias to overcome in both everyday life and in research activities. Those who 
do not accept that climate change is real may ignore data that supports the pre-
dictions made by climate scientists while focusing on information that supports 
their own belief such as cold weather days, snowstorms, people ice fishing, and 
other isolated cold weather events. Further, such individuals gather their biased 
evidence and consider the issue decided. They do not look for reports prepared 
by climate scientists, and they see those who demand action to avert irreversible 
global heating as being misled or falling for a “hoax.” Confirmation bias can be 
countered by slowing down decision processes and looking for contradictory 
evidence.  

Lilienfeld et al. (2009) suggested that bias could be counteracted by instruc-
tions to seek counterexamples, slowing down decision processes, and specific 
education regarding cognitive biases. In an empirical study, Čavojová et al. 
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(2020) found that scientific reasoning skills, measured by an author-developed 
scale, were correlated negatively with susceptibility to bias, dogmatism, and 
holding intellectually suspect beliefs. Higher scientific reasoning skills were as-
sociated with less susceptibility to bias, less dogmatism, and lower amounts of 
suspect beliefs. The study had high statistical power and medium effect sizes, 
suggesting favorable conditions for future replication. Thus, the type of training 
in scientific method provided by the psychology curriculum is associated with 
avoiding cognitive bias. Echoing the standard conclusion to many empirical stu-
dies, “further research is needed.” Avoiding the impact of bias and noting poten-
tial sources of bias are vital components of evaluating causal claims in any con-
text. 

Another source of bias is human evolutionary history. Most human evolution 
occurred in an environment in which humans were both prey and predator 
(Mealey, 2000). Boudry et al. (2015) argue that some biases in human cognition 
result from mechanisms that benefited humans in primitive times. For example, 
if an individual observed an association between rustling leaves and seeing a 
predator, the most adaptive behavior was to treat this relationship as causal and 
get away from rustling leaves. These inherited mechanisms err on the side of 
caution because the cost of a false positive (expending energy to avoid the situa-
tion) is minor compared to the cost of a false negative (death or injury). The 
evolutionary advantage of making causal inferences from associations increases 
the likelihood of accepting the validity of causal claims supported by associa-
tions. Students should learn about this evolutionary bias, seek patterns of sup-
porting evidence for all causal claims, and avoid inferring causality from a single 
association.  

For example, if a student obtains relief every time they take a medication for a 
headache, they are likely to infer a causal relationship between taking the medi-
cation and headache relief (Blanco, 2017; Matute et al., 2015; Matute et al., 
2011). Imagine the student omits taking medication and finds that the headache 
continues. This evidence strengthens the causal claim but threats to validity re-
main. So, the student attempts another intervention. The next time they expe-
rience a headache, the student stops reading and gets a glass of water but does 
not take medication. Disappearance of the headache breaks the causal link to 
medication and other hypotheses become viable. This type of causal reasoning is 
common so learning to skeptically evaluate such causal claims will strengthen 
students’ critical thinking skills. A useful in-class exercise is having students 
discuss the evidence needed to conclude a medication, food supplement, or psy-
chological intervention was improving their quality of life. 

Kahneman (2011) writes about System 1 (fast and intuitive) and System 2 
(slow, deliberate) cognitive processes. See Martín and Valiña (2023) for an up-
dated review of this approach to understanding cognition. According to Kahne-
man, conspiracy theories and other irrational beliefs take advantage of System 1 
by pairing words that evoke negative emotion (pedophile, rapist, corruption, 
hoax, etc.) with policies opposed by some groups, such as teaching Critical Race 
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Theory or addressing the climate crisis. The emotional conditioning blocks Sys-
tem 2 from being engaged. There is an “illusion of validity” (Kahneman, 2011: p. 
209ff), a belief that persists, even in the face of contradictory evidence.  

Detailed instruction in evaluating causal claims will be useless unless students 
let go of the fast and intuitive processes that lead to false conclusions. Social me-
dia tend to elicit fast and intuitive System 1 processes (Moravec et al., 2018). To 
counter these cognitive biases, people need to slow down, evaluate the available 
evidence, and apply critical thinking to all causal claims. Further, when one 
event follows another, students should resist the evolved tendency to link them 
in a causal chain without additional supporting evidence.  

3.3. Type I Errors, Type II Errors, Power, and Effect Size 

Statistical decisions made about research outcomes are based upon probability, 
so errors are inevitable. Alpha is the probability that the null hypothesis is in-
correct assuming the null is accurate. A low probability (i.e., p < 0.05) of the null 
being correct, leads to rejection of the null, and support for the research hypo-
thesis. Incorrect rejection of the null hypothesis means a Type I error (false posi-
tive) has occurred. Type I errors are difficult to identify because they occur un-
der the same conditions as a statistically significant result. If an unidentified 
Type I error has occurred, attempts to replicate the finding will most likely fail, 
because the original finding represents a statistical aberration. Thus, a single 
RCT provides weak support for the underlying causal hypothesis unless the 
study has been replicated or factors such as a large effect size indicate a Type I 
error is unlikely. A Type II error occurs when the results are not statistically sig-
nificant but there is actually an undetected effect in the populations, i.e., a false 
negative. Researchers suspect a Type II error when results are not statistically 
significant, but the effect size is medium or large suggesting the study did not 
have enough statistical power. Statistical power is the probability of not making 
a Type II error. The larger the sample size, the more power, and the greater the 
probability of not making a Type II error, meaning that the results are likely to 
be statistically significant, if there is an effect in the populations.  

Effect size (ES) measures the strength or importance of a result. Introductory 
classes usually define ES as a difference between populations in units of the SD 
for the population of individuals. The correlation coefficient is also a measure of 
ES, along with measures of variance accounted for. Studies with large effect sizes 
are likely to be robust and replicable, whereas those with very small effect sizes 
provide weak support for the underlying causal claim. Type I and Type II errors, 
ES, alpha, and statistical power can explain why studies may be difficult or im-
possible to replicate. They are all part of the toolbox that students need to eva-
luate causal claims.  

3.4. Pedagogical Ideas 

Ensuring psychology students have adequate knowledge of statistics and re-
search methods is a challenging instructional problem because only psychology 
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majors typically take statistics and research methods. Psychology minors, nurs-
ing students, pre-med students, and others do not. Thus, what level of compe-
tence in statistics and methodology should non-majors have? One approach is to 
cover a standard unit on statistics and methodology in introductory psychology 
and reinforce the principles in other psychology courses. Topics covered in such 
a unit might include the definition of evidence, a discussion of using evidence to 
support causal claims, measured versus manipulated variables, basic research 
designs, Null Hypothesis Significance Testing, the role of probability and statis-
tical significance in research, Type I and Type II errors, and replication failures. 
Instructors should integrate these topics under the concept of using a pattern of 
evidence to support causal claims.  

4. What Is a Causal Claim? 

Reiss (2009) analyzed the problem of developing a unified model of causality for 
the social sciences. After examining counterfactual, regularity, probabilistic, 
mechanistic, and interventionist accounts of causality, Reiss concluded that none 
of these works in all situations. Instead, Reiss proposed that these accounts of 
causal models do not define causality so much as set a context or set of “test 
conditions” or evidence for the existence of causal relationships, an approach 
which Reiss called “evidential pluralism” (p. 27).  

The idea behind evidential pluralism is that evidence of a variety of 
kinds—say, probabilistic, mechanistic, regularity—can bear on a causal hy-
pothesis and strengthen it. Especially when evidence from two or more dif-
ferent sources speaks in favor of the hypothesis, our confidence in the hy-
pothesis should be boosted… Since any given method is fallible—as shown 
by the counterexamples to the various accounts—the epistemically respon-
sible strategy is to bring as much evidence as possible to bear on the [caus-
al] hypothesis at stake, and confirmation from a number of independent 
methods is one and perhaps the only way to be reasonably confident about 
the truth of the [causal] hypothesis (Reiss, 2009: p. 27). 

For example, one purpose of causal analysis is to establish that manipulation 
of X causes changes in Y. We trust in the efficacy of clinical treatments evaluated 
in double-blind, placebo-controlled trials with random assignment (i.e., RCTs). 
RCTs, however, may establish the efficacy of a medication but fail to establish 
boundaries of how to prescribe it (Worrall, 2010). For example, while a RCT is 
essential to establish efficacy of a medication, random assignment will not con-
tribute to determining the appropriate dose by age. Age is a measured characte-
ristic which a researcher cannot randomly assign and cannot manipulate. Gen-
erally, claims that manipulation of X causes a change in Y require RCTs. But 
other research methods have important roles in establishing the details of treat-
ment and supporting the causal claim. 

Worrall (2010) argues that placing types of evidence in a hierarchy with RCTs 
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at the top is an illusion. RCTs have too many constraints in terms of the subjects 
selected, how long the study lasts, dosages, etc. to generalize to the real world of 
treatment. Thus, even a single-subject pretest-posttest design can provide insight 
into conditions that influence treatment efficacy. Drake et al. (2004) also con-
cluded that RCTs are useful to establish treatment efficacy but other designs in-
cluding qualitative and observational studies can contribute to clinical decisions. 
In sum, students should learn to value all types of evidence in making causal ar-
guments and seek a pattern of evidence in support of a causal claim.  

4.1. Breaking down the Classic Experiment and Making Causal  
Claims from Associations 

“You can’t infer causation from correlation.” 
“Correlation is not causation.” 
“A causal claim cannot be successfully defended with a single correlation 

study.” 
These phrases represent a principle that psychology students learn but they 

oversimplify a complex problem in critical thinking (Pearl, 2018). Many ques-
tions about causality (e.g., the climate crisis, criminal guilt or innocence, con-
spiracy theories, smoking and human health, etc.) cannot be argued using RCTs 
(Kenny, 2019). The details of designing scientific experiments using random as-
signment, threats to validity, and precise control over the independent variable 
are essential topics. However, the complexity of the world outside the laboratory 
requires a broader understanding of constructing causal arguments. RCTs can-
not be used to study some issues (i.e., cigarette smoking and human health), 
which leads to making causal arguments using associations and other research 
techniques.  

Hatfield et al. (2006) argue that the phrase “correlation does not imply causa-
tion” is misleading because the statistical method of correlation could involve 
either manipulated or measured variables. The rule “correlation does not imply 
causation” should state that one study involving an association between meas-
ured variables does not imply causation. If the evidence consists of associations, 
a pattern of evidence consisting of a variety of studies and observations is needed 
to support a causal claim.  

4.2. Lecture Example: Breaking down Complexities of Causal  
Claims 

Figure 1 summarizes important aspects of the correlation-causation quandary 
and would be an excellent lecture slide. The character entered a statistics class 
believing correlation implies causation. After the class, the character rejects this 
belief. Then, the character rejects the causal claim attributing the change to tak-
ing the class by agreeing that “maybe” the class was helpful. This is a single-case 
pretest-posttest design, a design that Morling called a “really bad experiment” 
(Morling, 2018: pp. 308-309; Morling, 2021), because it has so many threats to 
the validity of a causal claim. The character could have learned the principle 
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Figure 1. Correlation and Causation. https://xkcd.com/552/ CC BY-NC 2.5. 

 
from casual reading or another class, undermining the claim that taking the class 
caused the change in the character’s understanding of correlation and causation. 
However, this character could construct a strong causal claim based upon their 
experience. If they remember learning the principle from the class and not 
another source, a causal argument has support based upon anecdotal testimony. 
The course syllabus and/or exam questions could provide more support. A sur-
vey of students in the class could add more evidence. Thus, a pattern of evidence 
could support the claim that classroom instruction caused the change in know-
ledge of correlation and causation.  

Continuing the thought experiment, imagine a researcher randomly assigned 
the character to the experimental group of a study investigating the correla-
tion-causation issue. From the character’s point of view, nothing has changed. 
Random assignment indicates an experimenter was able to manipulate presence 
versus absence of correlation/causation instruction, supporting the causal claim 
that instruction improves students’ understanding of correlation and causation 
while in theory eliminating alternate explanations. However, support of the 
causal claim relies on obtaining a statistically significant difference between group 
means. For any individual, other explanations (in theory, equalized across groups 
by random assignment) are possible. A person in either group could acquire the 
knowledge outside the study, whereas an individual in the experimental group 
could fail to acquire the knowledge because of inattention or absence.  

This fictional example illustrates how a researcher can manipulate “instruc-
tion in correlation and causation,” and that instruction can cause differences in 
student learning. However, questions remain because the effect is a difference in 
group means. Motivation, attention, intelligence, attendance, and other variables 
are likely to be associated with learning about correlation and causation. Fur-
ther, support of the causal claim assumes that random assignment created 
equivalent groups. This is not known for certain unless the researcher measures 
potential confounding variables and subjects them to more complex causal ana-
lyses (Pearl, 2018). Undergraduates are unlikely to employ complex mathemati-
cal causal models while thinking critically about everyday issues. Instead, they 
should learn to evaluate the evidence and reach a conclusion based upon wheth-
er the pattern of evidence supports a causal claim. For example, a pattern of evi-
dence might consist of several studies that show an association between the 
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cause and effect using different measures. Further support for the causal claim 
might come from anecdotal reports in which the cause (i.e., a psychological treat-
ment) preceded the predicted effect (improvement in social functioning). Another 
way to address these uncertainties is to replicate the original finding and empir-
ically investigate the role of other variables. With each replication, it is less likely 
that extraneous confounding variables account for the basic finding.  

Pedagogical Ideas 
Instructors could use Figure 1 as a prompt in a large- or small-group discus-

sion, or an individual quiz. Students could respond to these questions: 
 Summarize the content of the cartoon. 
 Explain the meaning of the character’s response of “WELL, MAYBE” to the 

question of whether the class helped. 
 List examples of evidence that could support the claim that the character 

learned about correlation and causation from the class. 
 Explain the implications of assuming the character was in the experimental 

group in a study of correlation and causation instruction.  

4.3. Climate Change Example 

For over a century, experiments have shown CO2 causes heat to be retained in a 
system instead of being reflected back into space (Marx et al., 2017) and evi-
dence human activity is causing a climate crisis is vast (Intergovernmental Panel 
on Climate Change, 2022). Thus, decreasing CO2 emissions should cause a de-
cline in global heating. This causal claim is made without any possibility of con-
ducting a RCT. There is no “control” earth. Measures confirming that CO2 con-
centrations are rising as a result of human activity support the causal claim. 
Further, increasing global temperatures, melting of glaciers and sea ice, rising 
sea levels, more destructive storms, drought, and other evidence is associated 
with CO2 increases. A single association between the predicted effects of global 
heating and rising CO2 is inadequate to validate the hypothesis that human ac-
tivity is causing global heating. The pattern and extent of evidence validate the 
causal claim. Further, climate scientists have accurately predicted increasing 
global temperatures, more intense storms, sea level rise, and other events pro-
viding essential validation of global climate change models. Accurate predictions 
about future events from a causal hypothesis provide affirmative evidence. 

Various claims denying the climate crisis have proliferated (Biddlestone et al., 
2022). Some such claims deny climate change is happening, perhaps reflecting a 
cognitive bias in how or what evidence is interpreted. Disinformation and polit-
ical polarization create a context for the climate crisis in which it is difficult to 
focus on the evidence (Lewandowsky, 2021). Asking advocates to present their 
evidence is one way to challenge such claims. Often such claims are made with-
out any evidence or by citing one inadequate observation to counter the massive 
amount of evidence supporting the claim that human activity is causing the cli-
mate crisis. For example, a senator brought a snowball into the U.S. Senate as 
proof that global heating was not occurring (Barrett, 2015). Although meeting 
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the definition of evidence, this single observation is not adequate to counter the 
massive amount of evidence that shows global heating is occurring. Further, a 
single cold day or snowfall is within the expected variability of temperature and 
cannot be interpreted as evidence of a downward trend. To cope with issues in-
volving measured independent variables, students must weigh the totality of 
evidence, including associations, in judging the validity of a causal claim, while 
also identifying weak, unverifiable, or unfalsifiable evidence.  

RCTs also cannot resolve the question of what causes a psychological disord-
er. It is impossible to randomly assign human subjects to groups with and with-
out a disorder, because disorders are a measured characteristic. Further, if a re-
searcher hypothesized that some factor such as a history of child abuse, was a 
causal factor in clinical depression, it would not be ethical to randomly assign 
children to abusive and non-abusive environments or to subject them to condi-
tions that might lead to a psychological disorder. Instead, such factors need to be 
measured through self-reports. RCTs have limited use in evaluating causal hy-
potheses about causes of psychological disorders, and associations are an essen-
tial component of arguing causal claims when RCTs are impossible.  

Pedagogical Ideas 
The climate crisis is relevant in many psychology classes, especially environ-

mental or conservation psychology. In statistics classes, databases of tempera-
tures or atmospheric CO2 concentration can be used as statistical examples. In 
principles of learning, behavioral principles can explain energy usage and how 
behavioral incentives like tax credits can modify energy use or foster purchase of 
more efficient appliances and vehicles (Wielkiewicz, 2016). In social and com-
munity psychology, the social impact of climate change (migration, flooding of 
island nations, etc.) can be discussed. These examples provide opportunities to 
discuss the causal claim that CO2 emissions are causing a climate crisis.  

Using psychological disorders as an example, students could also discuss other 
research questions that cannot be addressed with RCTs.  

4.4. Three Directions of Causality 

The three directions of causality provide simple rules for evaluating a causal 
claim based upon an association. Aron et al. (2011) state: “If two variables have a 
clear linear correlation, we normally assume that there is something causing 
them to go together. However, you can’t know the direction of causality 
(what is causing what) just from the fact that two variables are correlated” (p. 
82). Given a correlation between X and Y, three hypotheses about causation 
are viable, the hypothesis that X causes Y, the hypothesis that Y causes X, and 
the hypothesis that a third variable could be causing both X and Y. By consider-
ing each possibility, one has a method for evaluating causal claims based upon 
associations. For example, a positive correlation exists between atmospheric CO2 
concentrations and global heating. Experiments demonstrate the direction of 
causality is from increased atmospheric CO2 to increasing temperatures (Marx et 
al., 2017) and numerous studies have eliminated variables that might cause both 
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increasing CO2 and increasing temperatures (Intergovernmental Panel on Cli-
mate Change, 2022). The causal claim that global heating results from hu-
man-caused emissions of CO2 has overwhelming support from a pattern of evi-
dence. 

4.5. An Example of a Causal Claim without a RCT 

An example of causal reasoning relevant in many psychology classes is the thesis 
of Edward L. Thorndike (1911) who began a new era in the study of learning 
cited in many modern texts. The context of Thorndike’s experiments (his word 
choice) was a popular movement reporting stories about intelligent animal be-
havior, such as cats that could open doors or latches. The belief was that such 
examples supported Darwin’s (1964) theory of evolution because the beginnings 
of human reasoning could be seen in animals. Thorndike pointed out that anec-
dotes are often recorded for entertainment and not scientific discovery and 
anecdotes about animal intelligence reported animals at their best and ignored 
the fact that hundreds of animals sit helplessly meowing and yowling but no one 
turned the event into a circulating anecdote. Although anecdotes are based upon 
observation, most are one-time events that cannot be verified or subjected to fal-
sification. By themselves, they are a weak form of evidence.  

Thorndike placed cats and other animals into situations like those that anec-
dotes reported they could intelligently solve. Anecdotes about animal intelli-
gence predicted the puzzles would be solved quickly and suddenly. When this 
prediction was falsified, the animal intelligence hypothesis received a contradic-
tion that has stood the test of time and led to the law of effect, which states that 
animal learning results from a gradual process, not insight. Thorndike described 
his puzzle boxes in detail and recorded the time it took each animal to trigger 
the escape mechanism and exit the puzzle box for each trial—all operations that 
could be verified or repeated. In fact, these operations have been repeated with 
electromechanical devices by innumerable researchers (Chance, 1999). Thorn-
dike’s work illustrates that carefully designed control groups and/or random as-
signment are not necessary for arguing causal claims.  

Citing Thorndike’s puzzle box studies in a course context provides an oppor-
tunity to help students learn about causal claims. Students can be asked what 
type of research methodology Thorndike’s studies represent. They can also be 
asked to determine what causal claim is being tested and the strength of support 
provided by these studies. Thorndike’s studies illustrate that animal learning is 
slow and gradual, a function of experience. The puzzle boxes were not solved 
suddenly as though the animal was analyzing the problem and solving it via rea-
soning. These studies can be classified as within-subjects demonstrations with 
each animal serving as its own control. The studies showed animals learned 
slowly with no evidence of insight and no RCT was involved. This example can 
be used to illustrate weaknesses of anecdotal observations, why anecdotal obser-
vations should be subjected to additional testing, and the process of arguing a 
causal claim in the absence of a RCT. 
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4.6. Pattern and Parsimony, and Conspiracy Theories 

Pattern and parsimony (Morling, 2018) or the method of signatures (Abelson, 
1995) is one way to interpret a large volume of evidence pointing to a causal re-
lationship. Given a pattern of evidence, the most parsimonious explanation may 
be that a causal explanation underlies the evidence. The classic example is the 
causal hypothesis that cigarette smoking causes lung cancer, which is impossible 
to ethically study in humans with RCTs. A pattern of associations between ciga-
rette smoking and lung cancer in humans using various indices supports the 
causal claim. Whether based on associations or RCTs, a valid causal claim needs 
support from a pattern of evidence. Conspiracy theories violate the principle of 
parsimony because the causal pathways they argue lack plausibility, testability, 
and evidence. Further, failed predictions often characterize conspiracy theories, 
which drastically undercut their plausibility. When advocates of a causal claim 
cannot cite credible evidence or refuse to consider that evidence is relevant, the 
claim is most likely false.  

4.7. Pedagogical Ideas 

Students who spend substantial time engaged in social media will encounter ob-
tuse conspiracy theories and other claims that endanger themselves and society 
and they should be prepared to argue effectively about such claims. A broad ap-
proach to the kinds of evidence that can support a causal claim will prepare stu-
dents to skeptically evaluate causal claims they encounter via the internet, social 
media, and daily living. Further, it will contribute to meeting “Goal 3. Ethical 
and Social Responsibility in a Diverse World” of the APA Guidelines for the 
Undergraduate Psychology Major (American Psychological Association, 2013: p. 
26).  

5. Failures to Replicate 

Researchers assume that scientific studies, particularly RCTs, are convincing 
evidence in support of causal claims. However, it has been challenging to repli-
cate results of published studies in psychology (Ioannidis, 2005; Marek et al., 
2022; Open Science Collaboration, 2015), biomedical research (Errington et al., 
2021), and other areas (National Academies of Sciences, Engineering, and Medi-
cine, 2019). The Open Science Collaboration successfully replicated only 35 ex-
perimental and correlational studies out of 97 attempts (Open Science Collabo-
ration, 2015). Errington et al. (2021) in the Reproducibility Project: Cancer Bi-
ology, attempted to replicate 158 high impact experimental effects. Only 42 of 97 
positive effects successfully replicated despite higher sample sizes in the replica-
tions. Replication failures are a normal component of scientific progress. Stu-
dents should understand that replication is a key to establishing a pattern of evi-
dence supporting a causal claim. 

Several issues contribute to replication failures: the complexities of replicating 
a study from a published description, publication bias, lack of statistical power in 
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the replication study, abuse of NHST, questionable research practices, and flaws 
in random assignment.  

5.1. Complexities of Successful Replication 

Independent replication of a published study is challenging because it is difficult 
to describe every relevant detail when journals have limited pages. For example, 
if the laboratory facilities of an institution are well-lighted, modern, and close to 
classrooms, the mood of subjects may be more positive than subjects in a repli-
cation conducted in a poorly lit basement. Thus, a replication may fail because 
the replication environment differs from the original study. Further, limited 
journal space may require that key details be omitted, though they may play a 
role in the outcome. Differences in mechanical equipment, measurement tech-
niques, room temperature, paint colors, and other details may cause failures to 
replicate original findings.  

5.2. Publication Bias 

Publication bias occurs because most studies selected for publication have statis-
tically significant results. A published study may have a larger effect size (ES) 
than typical of published and unpublished studies exploring the phenomenon. 
Editors publish the one extreme study, a Type I error, while other studies of the 
same problem remain unpublished. Another name for this is the file-drawer 
problem which is the possibility that a statistically significant study is a Type I 
error because unpublished attempts to demonstrate the same phenomenon are 
filed away, unpublished. Meta-analyses include a statistical test estimating the 
probability that the results are based upon a few statistically significant studies 
while the majority of effects are unpublished (File Drawer Problem, 2007). The 
more studies or effects included in the meta-analysis, the less likely the file-drawer 
problem is an issue.  

5.3. Statistical Power 

Maxwell et al. (2015) state that exact replications may fail because the replication 
study is underpowered. They believe a replication needs power of 0.90 to 0.95 
(versus 0.80 power in most original studies). They suggest the confidence limit 
of the reported ES that is closest to zero should guide sample size choices, lead-
ing to larger sample sizes. If the goal of a replication is to show that the ES is ze-
ro, the replication study needs sample sizes ranging from 1714 to 10,000+ per 
group. A failure to replicate is likely to be underpowered and unlikely to present 
solid evidence that the ES is zero due to low power. If the power of a study is 
close to 50%, which occurs when the probability of the result is just below the 
cutoff value of 0.05, a successful replication will require much more statistical 
power. Typically, this would require a substantial increase in sample size.  

5.4. Abuse of NHST and Questionable Research Practices 

Flora (2020) says the “primary culprit” for replication failures is overreliance on 
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and abuse of Null Hypothesis Significance Testing (NHST) with too much em-
phasis placed on statistical significance while ignoring effect sizes. Flora con-
trasts NHST which determines whether there is any effect size at all to using the 
ES and its confidence interval (CI) as the leading element and focus of interpre-
tation. Questionable Research Practices (QRPs) represent an abuse of NHST 
(John et al., 2012). QRPs include testing for significance and then deciding 
whether to add more subjects, running a study several times and reporting only 
the significant result, using significance testing to make decisions about outliers, 
and rounding p-values so they are significant. QRPs distort the validity of the 
0.05 criterion for statistical significance and lower the probability of successful 
replication. 

5.5. Problems with Random Assignment 

Random assignment supposedly equalizes groups on an infinite number of po-
tential confounding variables, so the manipulated variable is the only difference 
between the groups. However, random assignment can fail, even with large sam-
ple sizes (Goldberg, 2019; Schmidt & Oh, 2016; Worrall, 2010). Small sample 
sizes (~24 or fewer) fail to adequately represent the populations which decreases 
the likelihood of group equivalence (Schmidt & Oh, 2016). If sample sizes are 
too small, variability between samples contributes to difficulty in replication. 
Thus, in some cases a statistically significant result in a RCT might be accounted 
for by a confounding variable instead of the manipulated variable (which has no 
effect). A future replication is then likely to fail. In sum, random assignment 
does not always work perfectly, and use of random assignment does not stand 
alone as a cornerstone of causal arguments. In contrast, although a single RCT 
might have an unidentified confounding variable, each subsequent successful 
replication lowers the odds that a confounding variable explains the results.  

Pedagogical Exercise 
Although the present context emphasizes flaws of random assignment, it re-

mains an essential component of studies supporting causal claims. A study by 
Sawilowsky (2004) used a Monte Carlo design to reportedly demonstrate suc-
cessful random assignment with a sample size of only two per group (n = 2). Sa-
wilowsky created a dataset for which each individual in the population had 7500 
scores representing potential confounding variables. Then a sample of n = 4 was 
drawn and randomly assigned to two groups of n = 2 each. Independent groups 
t-tests performed on all 7500 variables determined whether the two groups dif-
fered on any of the 7500 potential confounding variables. With only 33 variables 
out of 7500 (0.44%) showing statistically significant differences, Sawilowsky 
concluded that random assignment is effective even with this minimum sample 
size. In advanced courses, students could read this article and subject it to a crit-
ical analysis. Many questions can be asked about this finding. 
 Is this finding surprising or unique? 
 What are the implications of the extremely low sample size? 

https://doi.org/10.4236/psych.2024.151009


R. M. Wielkiewicz 
 

 

DOI: 10.4236/psych.2024.151009 139 Psychology 
 

 What alpha level did the study use? 
○ Does this have any bearing on interpreting this result? 
 Does the article discus effect sizes and how might knowledge of effect sizes 

influence interpretation of this finding?  
 Evaluate the potential for successful replication of this study. 
 What additional information would make a stronger case for the success of 

random assignment in this study? 
 What degree of support does the article provide for the causal claim that 

random assignment was successful in this study?  
Instead of the traditional alpha of 0.05, the study employed an alpha of 0.01. 

This may have led to an underestimate of the number of significant differences. 
Second, using easily available online independent t-test and effect size calcula-
tors, the effect size required for statistical significance under these conditions is 
about 9.8, when alpha is set to 0.01. Under the procedures reported by Sawi-
lowsky, huge effect sizes that certainly represent the possibility of confounding 
variables would be ignored and counted as successful random assignments. Are 
these Type II errors? The claim made by the author would have more credibility 
if the author discussed effect sizes and had compared the number of significant 
differences with alpha set at 0.05 and 0.01. This exercise provides an opportunity 
for a broad and detailed discussion of random assignment.  

5.6. Meta-Analysis: Trust No Single Study 

Meta-analysis is a statistical technique in which effect sizes from many studies 
are combined to show the average ES for a question in the research literature. 
Meta-analysis also provides an opportunity to determine what characteristics of 
studies are associated with the magnitude of the ES. Schmidt and Oh (2016) ar-
gue a robust meta-analysis literature shows that successful replications of studies 
are abundant. However, publication bias and questionable research practices 
(Fiedler & Schwarz, 2015; John et al., 2012) may be leading to an excess of statis-
tically significant findings that do not replicate and create complications for me-
ta-analyses. A flawed study that is not replicable will distort a meta-analysis. 
Tryon (2016) states that: “No single study should ever be trusted. No single re-
port should ever be considered sufficient to establish any scientific fact” (p. 236). 
There is too much variability in samples and other details to expect an exact 
match in a replicated study. Instead, meta-analysis is needed to determine the ES 
and a CI around that value. However, meta-analyses also produce inconsistent 
results (Sharpe & Poets, 2020). Researchers can perform meta-analysis meticu-
lously and carefully, but the analyses remain subject to biases in selection of stu-
dies, computation of effect sizes, analysis of variability, interpretation, and other 
factors.  

5.7. Implications for Teaching: Lindsay’s “Troubling Trio” 

Lindsay (2015), editor of Psychological Science, advised psychologists to avoid 
the “troubling trio”: “(a) low statistical power, (b) a surprising result, and (c) a p 
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value only slightly less than 0.05” (pp. 1827-1828). The presence of all three ele-
ments indicates the result will be difficult to replicate. Discussing the replicabili-
ty of studies can begin by placing studies in their context. Do they represent new 
and/or surprising results or do they represent well-established findings? Then, 
evaluate the study for low power and a probability close to 0.05. Keeping students 
aware of the potential for replication issues will sharpen their critical thinking 
skills and help them understand the uncertainty inherent in scientific progress.  

Pedagogical Ideas 
Only the most advanced students destined for graduate programs would be 

expected to retain full knowledge of the reasons for replication failures. On the 
other hand, all psychology students, majors and non-majors, should be able to 
apply Lindsay’s (2015) “troubling trio” consisting of a surprising finding, low 
power, and borderline statistical significance and associate the trio with a study 
that should be viewed cautiously because it may prove difficult to replicate. Al-
though it may be impractical to review every empirical study cited in a course, 
cited studies should regularly analyzed using Lindsay’s (2015) three criteria. In-
structors should take every opportunity to model critical thinking for their stu-
dents (Wagner, 2022).  

6. Integrating a Pedagogy of Causality into the Psychology  
Curriculum 

Improving students’ critical thinking skills should be a shared responsibility 
among instructors of all psychology courses. Table 1 summarizes principles of 
evaluating causal claims. Instructors may present the table to students as either a 
handout or slide. In sum, two main ideas students should learn about causal 
claims are: 
 Trust no single piece of evidence to establish the truth of a causal claim.  
 A pattern of supporting evidence, preferably using different methods, is es-

sential to establish the truth of a causal claim.  
 
Table 1. Guidelines for evaluating causal claims. 

Evidence Type Possible Methods of Evaluation 

Is there any evidence? 
 If not, ask for evidence. Reject the claim if no evidence is produced. 

 If yes, determine the type of evidence and evaluate its credibility. 

Anecdotes/observations 

 Has the observation(s) been recorded so it can be verified? 

 Can the observation be verified through replication? 

 Is the observation falsifiable? 
○ If the observation cannot be repeated, is there corroborating evidence? 

 What biases could have influenced the observer’s objectivity? 

Associations 
 Evaluate whether the cause must logically precede the claimed effect. 

 Have studies or observations with different measures and populations found the same results? 

https://doi.org/10.4236/psych.2024.151009


R. M. Wielkiewicz 
 

 

DOI: 10.4236/psych.2024.151009 141 Psychology 
 

Continued 

 

 What third variables might explain the association? 

 Have third variables been controlled with multiple regression, quasi-experimental designs, or 
other methods? 

 For evidence with statistical results, ask whether a unique finding is reported, whether power is 
low, and whether the obtained probability is close to 0.05. Presence of all three criteria indicate 
a low probability of replication. 

 Is there evidence of bias in design or interpretation? 

Experiments with 
Random Assignment 

 Identify the manipulated and measured variables so the direction of causality is clear. 
 Was the obtained p-value close to 0.05, indicating low power and difficulty in replication? 

 Does the study show a surprising result, or does it fit with pattern of prior similar results? 

 Has the finding been replicated? 

 Each replication adds to the strength of evidence the study represents. 

 Is there evidence of bias in design or interpretation? 

Evaluate the strength 
of the causal argument 

and evidence. 

 Is it possible to identify a pattern of evidence, i.e., several studies/observations with different 
methods that support the claim? 

 Does a meta-analysis show support for the causal claim? 

 Does the evidence include a replicated study with random assignment, given more weight in the 
argument? 

 Studies of association require a greater number and variety of studies to validate the claim. 
 Does the evidence include failed predictions which undermine the causal claim? 
 Does the evidence include successful predictions which strengthen the causal claim? 

 Are there alternate interpretations of the findings that need to be tested? 

 Examine the findings for signs of bias in the design or interpretation. 
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