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Abstract 
Investigations on heuristics and biases have had a great impact on the study 
of reasoning and related higher cognitive processes, such as judgment and 
decision making. Specifically, the research in cognitive psychology of reason-
ing has revealed that people frequently activate mental shortcuts, or heuris-
tics, to make inferences. These are non-logical strategies and could lead sub-
jects to commit systematic deviations from the tenets of normative principles, 
that is, cognitive biases. The key objective of this paper is to present some of 
the most relevant theories on heuristics and biases in reasoning, focusing on 
the dual process theories of deduction. According to these theories, there are 
two kinds of thinking. Type 1, automatic, unconscious, implicit, fast and ef-
fortless and Type 2, reflective, controlled, conscious, explicit, slow and ef-
fortful. Much debate on these theories has emphasized on the relationship 
between both types of processes and the underlying factors that could trig-
gered one or other. In this regard, different dual-process theories propose 
distinct answers to these questions. The results in the literature have regis-
tered that the likelihood of activation of Type 1 and Type 2 processes has 
important consequences on reasoning, both in experimental laboratory tasks 
and in everyday situations. Recent empirical investigations that have studied 
the critical role that intuitive and deliberative processes play in different pro-
fessional areas are displayed. It is a key question that future research contin-
ues with the study of the underlying procedures that professionals activate for 
reasoning and decision making. 
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1. Introduction 

From the 70s, a number of research headed by Kahneman and Tversky showed 
that people frequently use fast cognitive strategies for reasoning and judgment. 
These authors have defended that subjects often make predictions and probabil-
ity judgments based on the activation of intuitive mechanisms or heuristics. For 
example, it might be possible to make a probabilistic judgment based on the de-
gree of similarity between a process or model and some example or event related 
to that model (representativeness heuristic). Furthermore, people could also 
evaluate the probability of an uncertain event occurring, based on the ease with 
which they can retrieve from memory situations related to that event (availabili-
ty heuristic). Also, the facility to imagine alternative scenarios related to a spe-
cific situation could influence a probability judgment (simulation heuristic). Be-
cause these strategies are non-logical mechanisms, they are responsible for sub-
optimal deviations from normative principles, that is, cognitive biases. For ex-
ample, people might think that their actions can influence situations that are the 
result of chance (such as in the context of gambling) or they might overestimate 
the frequency with which a very salient event may occur (such as a plane crash 
or a terrorist attack). 

The study of heuristics and biases has been a key topic in cognitive psychology 
of reasoning for over four decades now (e.g.: Gigerenzer et al., 1999; Gilovich et 
al., 2002; Kahneman et al., 1982; Kahneman & Tversky, 1973, 1996, 2000; Tversky 
& Kahneman, 1974, 1983, 1986). See also Hertwig & Todd (2002); Mumford & 
Leritz (2005). In the first papers, Tversky & Kahneman (1974); Kahneman & 
Tversky (1982), there wasn’t explicit differentiation in terms of dual process (see 
for example Cortada de Kohan & Macbeth, 2006; Gilovich et al., 2002). Later 
Kahneman & Frederick (2002) began to use system 1, to refer to intuitive an-
swers to judgment problems and system 2 for monitoring the quality of these 
responses. In fact, Frederick (2005) designed the CRT (Cognitive Reflection Test) 
in order to analyze the intuitive or reflective nature of the subjects’ performance 
to three specific tasks. Moreover, Kahneman (2011) related his theory to reasoning 
or judgment in social and cognitive psychology (see also Kahneman et al., 2021). 
Reviewing these theories within the framework of judgment and decision mak-
ing is beyond the scope of the current paper. 

The main objective of this work is to explain the principal dual process theo-
ries of deduction. Firstly, the roots of these theories will be presented. Then, 
within the dual process framework, the dual process theories and some empirical 
investigations that support them will be displayed. Later, debiasing studies that 
have analyzed what are the keys to reduce or avoid cognitive biases will be 
shown. In addition, to study the origins and the underlying mechanisms of heu-
ristics and biases is essential to understand human behavior both in experimen-
tal laboratory tasks and in everyday situations. Specifically, some recent research 
lines that have studied the role of intuitive-deliberative processes in political and 
judicial contexts will be presented. Moreover, investigations on subjects’ atti-
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tudes towards science and unwarranted beliefs (such as religion, fake news, etc.) 
will be also displayed. Finally, this work ends with the presentation of some open 
questions and concluding remarks on heuristics, biases and the dual process 
theories of reasoning. 

Closest roots to the aforementioned theories are the “Dual Process Hypothe-
sis” (Wason & Evans, 1975) and the “Two-Factor Theory” (Evans, 1982; see for 
example Frankish & Evans, 2009, for an historical overview). On one hand, one 
of the first objectives of Wason & Evans was to explain the discrepancy between 
participants’ behavior on a conditional reasoning task and their introspective 
reports about how they had solved it. According to these authors, the differences 
reflected “some form of dual processing between behavior and conscious 
thought” (p. 141). More recently, it has been proposed by Mercier & Sperber 
(2011) a new explanation for this discrepancy between reasoning and justifica-
tion, in terms of Argumentative Theory of Reasoning: reasoning is a justification 
based on argumentation. On the other hand, the two-factor theory (Evans, 1982) 
has defended the influence of logical and non-logical factors on reasoning. Some 
years later this author proposed a new theoretical perspective for explaining the 
cognitive processes that underlie reasoning: the Heuristic-Analytic Theory. 

2. The Heuristic-Analytic Theory: A Bridge between the Two 
Factor Theory and the Dual Process Theory 

Evans (1984, 1989) extended the previous explanations in the Heuristic-Analytic 
Theory (see for example Evans, 2004, 2008, 2013 for reviews). The author pro-
posed the origin of reasoning bias via heuristic processes. In this theory, heuris-
tics are preconscious and represent relevant information, retrieve and add know-
ledge from memory (according to linguistic, semantic and/or pragmatic keys). 
Then, subjects reason with these personalized representations. Participants might 
make mistakes in the heuristic phase, if they choose logically irrelevant informa-
tion or do not take relevant information into account when reasoning in a 
second analytical phase. 

In a review of the Heuristic-Analytic Theory (Evans, 2006, 2007a), it is pro-
posed that said errors can occur in the heuristic or analytic process. Therefore, 
both types of processing could be influenced by the participants’ beliefs, empiri-
cal knowledge or experience. In this sense, Stanovich (1999) described the fun-
damental computational bias in order to explain the tendency to contextualize 
the problems with reference to prior knowledge. Nevertheless this author ob-
served that those subjects high in general intelligence could avoid pragmatic in-
fluences and reason in a logical way, on different reasoning tasks. Moreover, 
Evans (2006) presented the fundamental heuristic bias and the fundamental 
analytic bias for explaining the role of Type 1 and Type 2 processing in the caus-
es of cognitive biases. In consequence, Type 1 processing could lead to correct 
answers and Type 2 to biases, depending on the circumstances (Evans, 2007a, 
2007b; Evans & Stanovich, 2013). This revised heuristic-analytic theory included 
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three principles of hypothetical thinking (see Evans et al., 2003). These are: sin-
gularity (reasoners consider only a single hypothetical possibility at one time), 
relevance (subjects focus on the model most relevant, plausible or probable, de-
pending on the context) and satisficing (people accept it if it is satisfactory). 

In general terms, dual process theory of thinking and reasoning defends the 
existence of two processes. Type 1 processes provide fast, intuitive and heuristic 
responses. These are automatic and context dependent, so they can add premises 
to reasoning tasks through pragmatic implicatures and background knowledge. 
Type 2 processes are slow, deliberative and analytic. These are context indepen-
dent and responsible for monitoring performance, allocation of working memo-
ry, attentional resources or mental simulation. Type 2 processes can be activated, 
for example, when type 1 processes do not provide a response or suggest, for 
different reasons, conflicting answers (see Thompson, 2014). 

Within this dual process framework, much debate has focused on some of the 
next questions: are there one or more dual process theories?; what are the fea-
tures that differentiate both processes?; how the two processes interact? The an-
swers to these topics lead to differentiate several dual process theories. Let’s see 
some of them in the following sections. 

3. Dual Process Theory or Dual Process Theories? 

Dual Process Theory (Evans & Over, 1996) explains the interaction between tacit 
thought process and explicit thought process in the development of human 
thinking. Both the correct performance and biases are explained. But what are 
the differences between type 1 and type 2? Are there one or two processes? This 
is a debated question for more than three decades. The answer to this topic leads 
to two different theoretical lines: the “Single Process Theory” and the “Dual 
Process Theory”. These are two general explanations about the quantitative vs. 
qualitatively models of thinking (see De Neys, 2021, for a review). 

On one hand, the “Single Process Theory” proposes that there is only a single 
type of reasoning, that exists on a continuum of speed and complexity. This 
process continuously varies from unconscious and conscious, intuitive to deli-
berative, automatic to controlled or fast and slow. Thus, this type of theory argues 
for a single processing and the difference between Type 1 and Type 2 reasoning 
is only quantitative (e.g.: Dewey, 2022; Keren & Schul 2009; Osman, 2004, 2013, 
among others). On the other hand, the Dual Process Theory (see for example 
Bago & De Neys, 2017, 2020; Evans & Stanovich, 2013; Kahneman, 2011; Slo-
man, 1996; Smith & DeCoster, 1999), proposes two types of reasoning qualita-
tively distinct: Systems 1 and 2 (Stanovich & West, 2000), Type 1 and Type 2, 
intuitive and deliberative or quick and slow (see Evans & Stanovich, 2013, for a 
review about different attributes related to both processes. See also Kelly & Bar-
ron (2022), for a more general perspective on dual systems of reasoning in ani-
mals and AI. 

Initially, the dual process theories arose from studies in deductive reasoning 
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and “now form part of a more general set of theories of higher cognition” 
(Evans, 2012: p. 115). The way in which the processes interact, has also been 
widely discussed. In this sense, other important issue that has been raised for 
debate is: How Type 1 and Type 2 processes operate? Let’s see different propos-
als in the next section. 

4. The Serial Default Interventionist and the  
Parallel-Competitive Processing Models 

How Type 1 and Type 2 processes structurally interact? The answer to this ques-
tion leads to two distinct explanations: The Serial Default Interventionist Model 
and the Parallel-Competitive Processing Model (see for example Evans, 2007b; 
Evans & Stanovich, 2013 or Handley & Trippas, 2015, for a comparison between 
both models; see also Table 1). 

On one hand, in the fields of reasoning and decision making, the serial De-
fault Interventionist Model (e.g.: Evans, 2006, 2007b; Kahneman, 2011; Kahne-
man & Frederick, 2002; Stanovich, 1999, 2011), involves the cueing of default 
responses by the heuristic system, which may or may not be modified by later 
intervention of the analytic system. Thus, this analytical system acts as a filter on 
the intuitive heuristic answers. Two key defining features between the two types 
of reasoning are: Type 1 processes do not demand working memory resources 
and Type 2 require working memory. Moreover, Type 2 processing are related to 
hypothetical thinking and cognitive decoupling (Stanovich, 2009). From this view, 
human are cognitive misers (Kahneman, 2011) and, consequently, the majority 
of subjects’ behavior is controlled by type 1 effortless processes. Working mem-
ory and cognitive decoupling would be activated only when the results of Type 1 
processes should be inhibited. 

Later, Evans (2019) proposed the “Default Interventionist Model-Revised”, in 
which different factors that set the degree of effort were specified: 1) motivation-
al (for example thinking dispositions, FOR); 2) situational factors (context, time 
available, competing tasks, etc.) and 3) cognitive resources (such as working 
memory or mindware); see Table 1. 

On the other hand, other authors have defended that Type 1 and Type 2 
processes operate in parallel and compete for the control of subjects’ answer. 
This is the Parallel-Competitive Processing Model (e.g.: Sloman, 1996; Smith & 
DeCoster, 1999). These processes, typically describing them as associative and 
rule-based, may produce conflicting answers. Some researchers (for example 
Trippas & Hanley, 2018) have proposed that the parallel model permits explain 
the interaction between structure (logical validity) and knowledge (conclusion 
believability). 

From a different perspective, multiple empirical studies have defended that 
the key factor that explains the interaction between type 1 and type 2 processes is 
the emotion. Some of these investigations analyzed if the emotions or mood in-
creased people’s tendency to activate heuristics or analytical processing when 
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reasoning (see for example Perham & Rosser, 2012; Tomljenovic & Bubic, 2021. 
See Blanchette et al., 2018, for a review). 

Furthermore, some empirical findings have also revealed the key role of sub-
jects’ confidence in performing their tasks. This is a variable that could modulate 
correct performance or biased reasoning (e.g.: underconfidence and overconfi-
dence biases). In this way, see for example Macbeth et al. (2009); Macbeth et al. 
(2010), among others. 

Our interest now is to present a metacognitive perspective of the dual process 
theory, that highlights the role of emotions and the feelings of confidence on the 
probability of the activation of Type 2 processes. Let’s see it. 

5. Dual Process Theory: The Metacognitive Perspective 

Thompson (2009); Thompson et al. (2011), have defended that subjects’ reason-
ing is modulated by the regulation of the emotions. These authors have pro-
posed the “Metacognitive Perspective of the Dual Process Theory” (see Table 1). 
Specifically, this model explains that the key factors on subjects’ responses are 
the reasoners’ metacognitive intuitions and the feeling of rightness (FOR). This 
FOR is the monitoring process that modulates the probability of activation of 
Type 2 reasoning. Nevertheless, “it is an open empirical question how the moni-
toring processes differ” (Ackerman et al., 2020: p. 20). 

Using a two choice paradigm (see Table 2), Thompson et al. (2011) gave the 
subjects a reasoning task and asked to give a fast response without deliberation. 
After, they rate their FOR in this answer. Then reasoners had to think about the 
problem, as long as they need, with the opportunity to change the initial re-
sponse. The authors observed that the feeling of rightness (FOR) modulated the 
option to change the initial answer. Specifically, results showed that the lower 
the initial FOR, the more time subjects will take rethinking the response and 
more likely they will be to change it. The faster the initial answer, the higher the 
FOR. One year later, Thompson & Morsanyi (2012) confirmed that a key deter-
minant of Type 2 processes activation was the affective response that accompa-
nies Type 1 processing. 

Then, are emotional factors the key that explains the interaction between 1 
and 2 processes? Some authors have suggested that it is not clear what leads to 
activate an effortful type 2 reasoning from an automatic and intuitive Type 1. 
Also, some empirical results (such as Stanovich, 2009) indicated low correlations 
between measures of intelligence and measures of rational thinking dispositions. 
In this sense, it seemed necessary to propose a new process to explain Type 
1-Type 2 interaction. Let’s see in the next section some of the Tri-Process Models. 

6. How Many Processes Are Necessary to Explain Reasoning? 
The Tri-Process Theories 

Some authors have proposed that it is necessary to explain the interaction Type 
1-Type 2 through a third process (Evans, 2009; Stanovich, 2009, 2012), or three  
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Table 1. Some of the main dual-process theories in the psychology of reasoning. 

Authors Theory Key Idea 

Evans (1984, 1989) Heuristic-Analytic Theory Heuristic and analytic processes. 
Bias only in heuristic phase. 

Evans & Over (1996) Dual Process Theory Interaction between processes 1 and 2 in the development of 
human thinking. 

Sloman (1996) Parallel-Competitive 
Processing Model 

Two reasoning processes operate at the same time and in direct 
competition with one another. 
Parallel activation of two types of intuitive responses: heuristic 
and logical answers. 

Evans (2003, 2010) Two Minds Theory Two minds in one brain. 
Old intuitive mind, new reflective mind. 

Verschueren, Schaeken, & 
d’Ydewalle (2005) 

Dual-Strategy Model Subjects can activate a fast statistical strategy, accepting 
probable conclusions, that can be replaced in some 
circumstances, by a slower counterexample strategy (a 
conclusion is rejected if a counterexample is found). 

Evans (2006) Heuristic-Analytic 
Theory-Revised 

Heuristic and analytic processes. 
Both processes can lead to bias. 

Evans (2007b);  
Evans & Stanovich (2013) 

Default Interventionist Model One process is the default but can be overridden by a second 
process. Type 1 processes produce intuitive heuristic answer. 
After this, only sometimes might be followed by a deliberative 
slow Type 2 processes. Both of them can lead to bias. Subject as 
a cognitive miser who try to minimize cognitive effort (degree 
of use of mental resources). 

Thompson (2009); Thompson, 
Prowse Turner, & Pennycook 
(2011) 

Dual Process 
Theory-Metacognitive 
Perspective 

Metacognitive feelings (FOR). 
Two response paradigm. 

Stanovich (2009, 2012) Tri-Process Theory Processes: Autonomous (TASS). Reflective (thinking 
dispositions). Algorithmic (cognitive capacity) 

Pennycook, Fugelsang, & 
Koehler (2015a); Pennycook 
(2018a) 

Three-Stage Dual Process 
Model 

Multiple type 1 processes may be cued by a stimulus (stage 1), 
leading for potential conflict detection (stage 2). If successful, 
conflict detection leads to Type 2 processing (stage 3). 
Type 1-Intuitive. Type 2: Functions: rationalization and 
cognitive decoupling. 

Bago & De Neys (2017, 2020); 
De Neys (2012, 2018); De Neys 
& Pennycook (2019) 

Logic-Intuition Model  Multiple Type 1 processes can provide intuitive cues. 
Intuitive reasoning is determined by the absolute and relative 
strength of competing intuitions (heuristic and logical 
intuition). 
“Bias blind spot”: biased people don’t realize that their system 1 
answer is logically questionable. They think that others commit 
biases, but not them. 

Evans (2019) Default Interventionist 
Model-Revised 

The degree of effort is modulated by different factors 
(motivational, situational or cognitive resources). 
Emphasis on investigating complex intuitive processing and 
multiple Type 2 systems of thought 
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stage (Pennycook et al., 2015a). 
From Stanovich’s Tri-Process Theory (2009), System 1 included different and 

multiple autonomous set of systems, TASS (see Table 1). Two years later, Stano-
vich (2011) presented a categorization of these processes in four groups: 1) hard- 
wired processes, 2) emotional processes, 3) processes that become embedded in 
our cognitive and behavioural repertoires through overlearning (such as explicit 
cultural and social habits or those related to specific knowledge domains), and 4) 
implicitly learned processes, through deliberate explicit learning (such as formal 
training) and through implicit learning without conscious awareness. Such learn-
ing plays an important role in our skills, perceptions, attitudes and overall beha-
viour, such as biases towards age, socioeconomic status, gender, race, etc. (in this 
context, see for example Greenwald et al., 2022). 

These TASS operate in response to specific and heterogeneous stimuli (for 
example domain general processes, domain specific processing modules, infe-
rence and decision making innate rules or preattentive processes). System 2 is 
called the algorithmic and the reflective mind. The first can override the answer 
from system 1 processes and it is related to mechanisms such as those demanded 
in solving the problems of a test of fluid intelligence. It is responsible for mental 
simulation or hypothetical thought. This mind is related to the capacity of effec-
tive type 2 and accesses micro-strategies for cognitive operations and production 
system rules for sequencing behaviors and thoughts. Reflective mind includes 
control states and its function is to regulate processing according to higher-level 
goals. It is related to the disposition to engage such reasoning and accesses gen-
eral knowledge structures, the person’s opinions or beliefs. So, this mind is asso-
ciated with thinking dispositions (some people are more disposed than others to 
change their own beliefs, open mind, etc.). 

Since the two minds present different functions on reasoning, they also cause 
distinct types of reasoning biases, such as: a) biases due to contamined mind-
ware (knowledge of the rules or procedures required to solve the task are conta-
mined); b) mindware gaps: Type 2 rules or algorithms are not available or may 
not have been learned; c) serial associative cognition with a focal bias: System 2 
processes focus on a mental representation that does not permit the access to the 
correct answer (system 2 processes are not available due to different causes, such 
as the lack of capacity or motivation to make an effort). More recently, Stano-
vich (2018a) has proposed three processing defects: 1) detection (inadequately 
learned mindware), 2) failure to detect the necessity of overriding the miserly 
response, and 3) failure to sustain the override process. 

In summary, the differences between the algorithmic and the reflective mind 
are related to the differentiation in the measurement of individual differences 
between cognitive ability and thinking dispositions. In other words, the differ-
ences between the ability to sustain decoupled representations and the regulato-
ry states of the reflective mind, such as the tendency to collect information be-
fore making up one’s mind (Evans & Stanovich, 2013). 
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Evans (2009) has also referred to Type 3 processes, similar to Stanovich’s ref-
lective mind, and whose function is to allocate resources and conflict resolution 
between the answers coming from type 1 and 2 processes. 

Which are the factors that lead to type 2 engagement? A new perspective around 
the sources of analytic reasoning was presented by Pennycook et al. (2015a): the 
three-stage dual-process model of analytic engagement (see Table 1). One of the 
main authors’ goals was to analyze the bottom-up (i.e., stimulus-triggered) 
processes that lead to increase in deliberative thought, independent from 
top-down factors, such as instructional manipulations (e.g.: Evans et al., 2006), 
or individual differences in analytic thinking disposition (e.g.: Stanovich & West, 
2008b). 

The authors have suggested three different stages of reasoning. In the first 
stage, problems automatically lead to the activation of distinct initial answers 
(intuitive responses), with different generation speed or “fluency” (how quickly 
they come to mind). The speed will modulate the likelihood of conflict detection. 
The stage 2 is related to conflict monitoring (relies on the coactivation of poten-
tial competing answers). What make us think is located in the third stage and, 
specifically, when the conflict has been detected. The final answer is based on the 
distinction between “rationalization” (the Type 1 output is verified post hoc) and 
“decoupling” (the Type 1 output is falsified). The cognitive decoupling is a key 
feature of Type 2 processing (Stanovich, 2009, 2011; see Stanovich et al., 2008, 
for a taxonomy of heuristics and biases. See also Blanco, 2022). 

More recently, Pennycook (2018a), considered that this three-stage model “is 
certainly incorrect, but it may be correct enough to be useful” (p. 20). In this 
sense, previously Pennycook et al. (2015b) analyzed the everyday consequences 
of the subjects’ analytic thinking style (related to religion, moral judgments or 
even smartphone technologies). These authors proposed that the ability to think 
analytically has an effect on religiosity, paranormal concepts, moral values, crea-
tivity or the use of smartphones (for research on these topics, see for example 
Barr et al., 2015). See also Pennycook (2018b), for a review about different inves-
tigations showing that analytical thinking was a good predictor of key psycho-
logical outcomes in different areas of everyday life (such as conspiratorial beliefs, 
religious and paranormal beliefs, human morality, creativity, etc.). We will re-
turn later to the investigation around these topics. 

The proposal from Pennycook et al. (2015a), the three-stage dual-process model 
of analytic engagement, has been included in a “new generation of the Dual- 
Process Theories” and it is considered “a prototypical example of a dual-process 
model 2.0” (De Neys & Pennycook, 2019: p. 11). Specifically, in recent years, there 
has been a growth of investigations with new experimental designs and novel 
experimental paradigms (see Table 2): the two-response paradigm (e.g.: 
Thompson et al, 2011); the conflict detection paradigm (e.g.: De Neys & Penny-
cook, 2019); the instructional set paradigm (e.g.: Handley et al., 2011); the log-
ic-liking paradigm (e.g.: Morsanyi & Handley, 2012) or the two block paradigm  

https://doi.org/10.4236/psych.2023.142016


M. Martín, M. D. Valiña 
 

 

DOI: 10.4236/psych.2023.142016 273 Psychology 
 

Table 2. Some of the most recent experimental paradigms. 

Paradigm Objective Subjects’ task 

Conflict 
Detection 
Paradigm 

Analyze whether biased reasoners 
detect that their answer violates 
logical considerations (conflict 
sensitivity). 
Investigate if subjects process the 
logical principles intuitively 

Subjects have to solve “conflict” 
and “no-conflict” versions of 
traditional reasoning tasks 

Two-Response 
Paradigm 

Study the time-course of intuitive 
and deliberative processing 

Participants are asked to give two 
consecutive responses. First they 
have to answer as fast as possible 
and then they are allowed to take 
all time they want for generating a 
final response 

Instructional Set 
Paradigm 

Find out if people spontaneously 
reason logically and if this 
interferes with their ability to make 
belief-based judgments 

People are asked to follow their 
intuition and indicate whether or 
not the conclusion is believable. 

Logic-Liking 
Paradigm 

Analyze if people discriminate 
valid or invalid conclusions related 
to trivial judgments 

Subjects are told that they will see 
a number of statements and they 
have to indicate how much they 
like them or how bright they look 
on the screen 

Two-Block 
Paradigm 

Investigate whether allowing 
people to repeatedly deliberate will 
boost their intuitive reasoning 
performance manipulating the 
order of the fast and slow blocks 

One group solves the fast trials 
before the slow trials, a second 
group solves the slow trials first, 
and a third mixed group alternates 
between slow and fast trials. 

 
(e.g.: Raoelison et al., 2021); see also De Neys (2018). Results from these empiri-
cal studies have led to new answers to classical questions raised by the traditional 
dual-process theories. For example: all errors must be fast and all correct 
responses must be slow?; logical reasoning needs the activation of Type 2 
processes?; is it correct to equate Type 1 processing with bias and Type 2 
processing with normatively correct answers?; are type 1 answers heuristic, logi-
cal or both?. The answers to these and other questions were also investigated in 
the context of this new vision, called “the Dual Process Theories 2.0” (De Neys, 
2018). This “next generation of dual-process theories of deduction will have both 
the rigor and flexibility to explain a wide range of reasoning phenomena” (Evans 
et al., 2019: p. 164). In this context, let’s see, the Dual Process-Logical Intuition 
Model. 

7. The Dual Process-Logical Intuition Model: Are Type 1 
Answers Heuristic, Logical or Both? 

In classical dual process terms, thinking is the result of an interaction between 
intuitive and deliberative processes. Consequently, logical reasoning demands 
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effortful thinking. Nevertheless in recent years the “Hybrid Models” have de-
fended the possibility to reach logical answers via Type 1 processes (De Neys, 
2012, 2014; Pennycook et al., 2015a, 2015b; Thompson et al., 2011). For example, 
De Neys (2012) studied the relationship between logical intuitions and the un-
derlying automatization process based on practice. This process, precisely, caus-
es logical intuitions. The author proposed that subjects are sensitive to conflict 
between their heuristic and normative response. Precisely this conflict detection 
seems to be the empirical proof that logical and probabilistic knowledge is intui-
tive and automatically activated when people engage in a reasoning problem. 

This new proposal (De Neys, 2012, 2014; De Neys & Penycook, 2019) is a “re-
cent competitor to the serial and parallel model” (De Neys, 2018: p. 50). In this 
sense, the default interventionist model has proposed that heuristic answers cued 
in Type 1 thinking, but can be overridden and corrected by Type 2 processes. In 
contrast, the logical intuition model has defended the presence of distinct intui-
tive responses: heuristic (based on semantic and stereotypical associations) and 
logical (based on the activation of logical principles); see Table 1. Thus, when 
people engage in a reasoning task, they could activate a fast intuitive logical 
knowledge and spontaneous access to logical principles (that is “intuitive logic”). 
From this logical-intuition model, logical reasoning does not need the activation 
of deliberate processes and the intuitive response is already a logical answer. 
Morsanyi & Handley (2012) have obtained the first empirical evidence of type 1 
logic in syllogistic reasoning tasks. Later, Trippas et al. (2016) supported the im-
plicit nature of the sensitivity to logical validity with conditionals, disjunctions 
and also syllogisms. 

Other authors (such as Stanovich, 2018b) shared the previous proposal, con-
sidering that the autonomous mind includes normative rules and rational strate-
gies that are automatic by previous practice. In this sense, the “normative mind-
ware” can compete with other non-normative answers and could be modulated 
by other factors (for example, the feeling of rightness). 

As has been seen, De Neys’ research group has defended the presence of dis-
tinct intuitive responses: heuristic and logical intuitions. In consequence, logical 
knowledge is also intuitive and it is activated automatically. Analytical thinking 
will be modulated by the conflict detection between both types of intuitive an-
swers. Specifically, conflict detection studies (e.g.: De Neys & Glumicic, 2008; De 
Neys et al., 2008) are designed to analyze subjects’ processing while solving con-
flict (intuitive cue response is not correct) and no-conflict versions (intuitive cue 
response is correct). Intuitive reasoning is modulated by the strength of com-
peting intuitions, because different intuitions can vary in their strength or acti-
vation level (e.g.: Pennycook et al., 2015a, 2015b; Thompson et al., 2018). If there 
is a strong difference between the two activation levels from both answers, there 
will be little conflict in the elaboration of the first response, the subject is not in-
volved in modifying it and, in consequence, there is not analytical thinking. 
Nevertheless, if the two intuitive responses have similar activation levels, then 
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conflict arises and reasoner will engage in deliberation to correct the first initial 
intuitive answer. So, the same system 1 (intuitive) could activate two different 
types of responses: heuristic and logical. 

In summary, the results of the conflict detection investigations have displayed 
that people have heuristic and normative knowledge, implicit in nature and, 
therefore, automatically activated. The conflict between the activation levels 
from heuristic and logical answers will modulate the activation of the system 2. 

Other key question is if subjects detect their biased responses or, on the con-
trary, they are blind to their failed answers. In this context, some researchers 
have explored the bias detection sensitivity. For example, in order to analyze the 
biased nature of the judgments, Morsanyi & Handley (2012) or Trippas et al. (2016) 
focused on the detection process, using a new logic-liking paradigm (see Table 
2). It consists in analyzing if people discriminated valid or invalid conclusions 
related to trivial judgments (such as bright) or the valid inferences are liked 
more compared to conclusions of logically invalid ones. In this sense, people 
showed a sensitivity to possible conflict between their heuristic judgment and 
elementary logical principles. Even when subjects did not have to reason with a 
given task and they only had to determine “how much they like it or how bright 
they perceive it”, they implicitly differentiated valid or non valid answers (indi-
cating that they liked valid conclusions more than invalid and judged valid con-
clusions to be brighter than invalid answers). So, reasoners showed sensitivity to 
logical validity driven by Type 1 processing and seemed to take logical validity 
into account and process basic logical characteristics intuitively. In summary, it 
was observed that people judged the conclusion of logically valid statements to 
be more valid, more likable, and more physically bright than invalid statements 
(see also Šrol, 2022; Thompson et al., 2018, for some recent investigations on 
conflict detection and individual differences in bias susceptibility). Consequent-
ly, these findings seemed to demonstrate that the validity of an argument could 
be modulated by judgments that require the analysis of features that are inde-
pendent of the structure of the argument. 

In general terms, findings on the conflict detection studies seem to demon-
strate that people have heuristic and normative implicit knowledge. In this sense, 
detecting errors appear to occur quite automatically and System 1 could be 
smarter than traditionally assumed (Johnson et al., 2016). 

Additionally, empirical converging evidence for conflict detection was ob-
tained using distinct methods, tasks and measures, such as response time (De 
Neys & Glumicic, 2008); eye tracking and gaze tracking (De Neys & Glumicic, 
2008; Morsanyi & Handley, 2012), memory probing (De Neys & Glumicic, 
2008), confidence measures (De Neys & Feremans, 2013), skin conductance 
responses (De Neys, Moyens et al., 2010), EEG (De Neys, Novitskiy et al., 2010), 
or fMRI Scanning Technique (De Neys et al., 2008). Thus, different empirical 
investigations using instruction response paradigm or two-response paradigm 
supported the “intuitive logic” which may be the default response, processed 
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without deliberation. Nevertheless, although empirical results based on different 
paradigms, methods and measures, have confirmed the existence of the “intui-
tive logic”, recently Howarth et al. (2022) questioned if these measures really re-
flect logical intuition. So, they wanted to test the “intuitive logic hypothesis” with 
a new method without explicit reference to the logical features of the task. Sub-
jects were instructed to answer regardless of any structural or presentational cha-
racteristics of the problem. Specifically, these authors designed two experiments 
with syllogisms in which subjects had to make random judgments about the logi-
cal validity of them. Results obtained supported evidence for the existence of logi-
cal intuitions using a different approach in which subjects were not instructed to 
reason logically. 

Other recent investigations were designed to analyze the nature of the “logical 
intuitions”. On one hand, some authors (e.g.: De Neys, 2012; De Neys & Penny-
cook, 2019; Handley & Trippas, 2015), have defended the existence of intuitive 
logic effects driven by an assessment of the logical structure of an argument. On 
the other hand, Ghasemi et al., 2022 have questioned the existence of these “log-
ical intuitions”, defending that intuitive processes lack any access to the logical 
rules and rely exclusively on superficial problem features to determine a re-
sponse. Using conditional inference rules, Ghasemi et al. (2022) have suggested 
that people could elaborate conclusions intuitively, and these inferences impact 
belief judgments, but these are not logical intuitions. The underlying mechanism 
of these inferences seemed to be the processing of more superficial structural 
features that happen to align with logical validity (see also Meyer-Grant et al, 
2022, for other recent study that questions the existence of logical intuitions, us-
ing conditional and categorical syllogisms tasks). 

In recent times, some key objectives for De Neys’ research group are: 1) ana-
lyze the relationship between conflict detection and the temporal stability of 
subjects’ answers (e.g.: Voudouri et al., 2022); 2) investigate the relationship be-
tween cognitive capacity and intuitive or deliberate thinking (e.g.: Raoelison et 
al., 2020), and 3) study the effects of practice and training on thinking types 
(Boissin, Caparos et al., 2022). 

In relation to the first question, Voudouri et al. (2022) explored the temporal 
stability of intuitive and deliberative responses, using the two-response para-
digm. Subjects were given the same problems twice, in two experimental ses-
sions, separated two weeks. Results registered that performance on the tasks was 
very stable two weeks later. Moreover, conflict detection in session one was 
stronger in the cases that subjects modified their response between session one 
and two than when they did not modify their answer between sessions. 

Related to the second question, Raoelison et al. (2020), using a two-response 
paradigm, have obtained a positive correlation between cognitive capacity and 
correct intuitive thinking. So, rather than being good at deliberately correcting 
erroneous intuitions, smart reasoners seemed to have more accurate intuitions. 
Consequently, the authors ratified the “smart intuitor hypothesis” (see also 
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Svedholm-Häkkinen & Kiikeri, 2022, for other recent investigation supporting the 
smart intuitions, with everyday arguments and a mouse tracking methodology). 

In relation to the third question, frequently, experimental evidence for logical 
intuitions accounts have focused on formal reasoning tasks. These investigations 
have presented evidence that for many subjects, some principles of logical rea-
soning have been automatized to the point of having become intuitive (De Neys, 
2012, 2018; Handley et al., 2011). Then, if subjects can activate automatically 
logical responses, the question is: is it necessary to propose a Type 2 effortful 
process? De Neys & Pennycook (2019) considered that the deliberation process 
may have different functions, depending on the situation: sometimes, this process 
serves for overriding and sometimes serves for justifying the intuitive heuristic 
or logical response. In this line, De Neys’ group seems to be interested in ana-
lyzing the effects of practice and training on thinking types and cognitive biases 
(see Boissin, Caparos et al., 2022, for a recent study). Could practice improve 
reasoning and avoid biases? This question is related to the debiasing studies, 
which will be explained in the next section. 

8. Debiasing Strategies: An Antidote to Cognitive Biases? 

One of the main objectives on debiasing is to analyze if people can learn to cor-
rect erroneous intuitions and to develop correct intuitions via practice and expe-
rience. Debiasing studies highlight the importance on training intuiting system 1 
because this intervention could help subjects to correct erroneous intuitions 
consciously. 

First of all, to inhibit biases, previous subjects’ features seem to be necessary. 
Stanovich & West (2008a) have proposed the following: 1) subjects have to be 
aware of their mindware (rules, strategies) previously learned and stored; these 
procedures are important to overcome the bias; 2) people should detect the need 
for bias override, and 3) they should suppress automatic intuitive answers by 
decoupling. 

Moreover, subjects’ answer to these strategies could be influenced by individ-
ual differences in cognitive ability, thinking styles, culture, etc. Even some de-
biasing interventions might cause the opposite effect (increasing the bias or ac-
tivating other biases). 

Recently Belton & Dhami (2021) have proposed two key elements in debiasing 
intervention. First, subjects had to receive instructions or training in order to 
increase understanding and awareness of cognitive bias. In relation to this, it is 
important that people be able to identify scenarios in which intuitive answer is 
probably biased. Consequently, they could override their intuition and use a 
correct deliberative strategy. The key question on debiasing would be to force 
strategies or deliberate suppressing impulsivity in specific situations (for exam-
ple: if somebody send you a notification, asking your account number because 
you have won five hundred euros, you should be skeptic because “it is too good 
to be true”). Second, the goal of the intervention is to fill mindware gaps by 
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teaching relevant formal rules or concrete strategies to use in a specific task. 
In order to achieve success in debiasing strategies, it seems also important to 

know the bias blind spot: people are less aware of their own biases than of those 
of others, and they assume that they’re less susceptible to biases than other 
people. This tendency could modulate the success of training or instructions. 

How subjects correct and switch from bias to correct intuitive answer? Pre-
cisely, the issue about automation has come to the forefront of dual process 
theorizing. It seems that people with experience are more likely to use auto-
nomous, non-working-memory dependent, logical intuitions (De Neys & Pen-
nycook, 2019; Evans, 2019; Purcell et al., 2021; Raoelison et al., 2021; Raoelison 
et al., 2020; Stanovich, 2018a, among others). So, it is frequently accepted that 
practice leads to better results, faster and with less effort. 

These debiasing studies have shown that a short single-shot explanation about 
the intuitive bias and correct solution strategy often helps reasoners produce a 
correct answer. Once the problem has been explained to subjects, they could 
solve structurally similar problems later. Nevertheless “practice is just the tip of 
the iceberg” (Varga & Hamburguer, 2014: p. 1), because “a person’s repertoire of 
strategies may depend upon many factors, such as cognitive development, expe-
rience or formal education” (Payne et al., 1993: p. 33; see also Fischhoff, 1982, 
2002 or Larrick, 2004, for an explanation about distinct debiasing strategies). 

It is important to specify that debiasing techniques that have been successful 
in one domain may not necessarily be effective when applied to other biases or 
tasks or even when the intervention affects to more general cognitive abilities. In 
this sense, in the last two decades researchers are interested in investigating the 
effects of practicing cognitive-training programs. It seems that these activities do 
not enhanced general cognitive ability and such interventions improved perfor-
mance on similar problems to the trained task (see Sala & Govet, 2018 for several 
meta-analytic reviews about cognitive training programs). From a more general 
perspective, see Osman (2021) and the unconscious bias training. 

In the framework of Dual Process Theories, the “trainer instructor point of 
view” has suggested that training intervention on specific tasks could generate 
insight about the solution strategy, and this training could boost correct intuitive 
responses. In this context, recently Boissin, Caparos et al. (2022) analyzed if 
subjects’ reasoning could be boosted by training that focus on the underlying 
problem logic. Using a two-response paradigm, the results showed that the short 
training could debias reasoning at an intuitive level and subjects solved the tasks 
using logical principles over stereotypical intuitions. In this sense, a single-shot 
explanation about the intuitive bias and correct solution strategy, could guide 
subjects to the correct response (see for example Boissin, Caparos, & De Neys, 
2022; Purcell et al., 2021). 

In short, as has already been said, these “debiasing” studies have shown that 
once the problem has been explained to subjects, they could later solve structu-
rally similar problems. Then, is the “trainer instructor” the key solution for re-
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moving or, at least, reduce the reasoners’ biases? 
Some experimental works suggested that the nature of this training effect is 

not clear. Does training help participants correct erroneous stereotypical intui-
tions through deliberation? Or does it help them develop correct intuitions? Re-
cently, Boissin, Caparos, & De Neys (2022) analyzed this question. They observed 
the impact of deliberation on the efficiency of a debias training in which the 
problem logic (bat-and-ball task) was explained to participants. The results sug-
gested that deliberation helped reasoners benefit from the training, but it was 
not essential. Specifically, they varied the degree of possible deliberation during 
the training session, by manipulating time constraints and cognitive load. The 
authors have registered that the less constrained the deliberation, the more par-
ticipants improved. Even with high time-pressure and dual task load, subjects 
still showed a significant improvement and this “intuitive” insight effect per-
sisted over two months. 

The “mental contamination” provoked by biased reasoning has been investi-
gated using mostly formal tasks. Nevertheless, the results of the studies on de-
biasing could be also beneficial, not only in experimental reasoning tasks, but 
also in real life problems. Work on debiasing has also suggested that contextual 
factors may create high risk situations that dispose subjects to commit specific 
biases when they are reasoning or making decisions. In this context, clinical di-
agnoses, court decisions, gender and racial biases, political ideologies, religion, 
moral values, fake news or conspiracy theories on social media, are topics re-
cently developed in the framework of dual process theories. Let’s see in the next 
section an exposition of experimental investigations on some of these topics. 

9. Heuristics, Biases and Reasoning in Everyday Contexts 

Through the years, numerous experimental studies have revealed that the ten-
dency to give the correct answer or to make biases in different reasoning tasks, 
could be modulated by distinct variables, such as the content of the problem, the 
experimental instructions, the time available, the subjects’ knowledge, etc. (see 
for example Asensio, et al., 1990; Martín et al., 1998; Seoane & Valiña 1988; Va-
liña, 1988; Valiña & De Vega, 1988; Valiña & Martín, 2016, 2021; Valiña et al., 
1999; Valiña et al., 2014). 

The tendency to think analytically has very important consequences both in 
experimental laboratory tasks and in everyday situations. In the last years, the 
investigations within the framework of dual-process theories of higher cognition 
and domain-specific cognition, has expanded to analytical and intuitive thinking 
and to the content of beliefs (religious and paranormal beliefs, anti-scientific at-
titudes, fake news, etc). These new lines of investigations have grown enorm-
ously and novelty key information was obtained from them. Making an exhaus-
tive review of these works is outside the objectives of this section (see for exam-
ple Pennycook, 2018b; Pennycook & Rand, 2021). The main aim here is to dis-
play some empirical studies that analyzed the critical role that intuitive and de-
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liberative processes play in different everyday life contexts. In this regard, it is 
important to gain more insight into origins and underlying mechanisms of heu-
ristics and cognitive biases, in order to understand and predict human behavior, 
not only in formal tasks but also in daily life scenarios. Consequently, in this sec-
tion we focus on some lines of investigation about the role of intuitive and deli-
berative thinking in political and judicial contexts. Moreover, some empirical 
studies related to the subjects’ attitudes towards science and unwarranted beliefs 
(fake news, religion or paranormal beliefs) are presented. 

Recently, Lindeman et al. (2023) highlight two key questions related to intui-
tive thinking. First, due to the intuitive information processing is the default 
mode for people in most of contexts (Evans & Stanovich, 2013), in principle, we 
are receptive to the similar concrete information. Second, many cognitive biases 
are common when subjects process information in an intuitive mode. In general 
terms, people often evaluate evidence and test hypotheses in a manner biased by 
prior knowledge and beliefs (belief bias), opinions and attitudes (myside bias 
and motivated reasoning bias) or even depending on their religious, paranormal 
and conspiracy beliefs (see for example, Baron, 2020; Yilmaz, 2021). 

The late 1990s, Stanovich’s research group program analyzed the relation be-
tween individual differences in reasoning and cognitive biases. Their findings 
have shown that the tendency to override various cognitive biases was correlated 
with the individual differences in cognitive ability and thinking dispositions (see 
Stanovich et al., 2016, for a review of the main results). Nevertheless there was 
an “outlier bias” that did not correlate with cognitive capacity or thinking dispo-
sitions: the Myside Bias (Stanovich & Toplak, 2022; Stanovich & West, 2007, 
2008a; Stanovich et al., 2013). It occurs when the subjects’ belief is a conviction 
(or “distal belief”, that cannot be directly verified by experience). This bias “that 
divide us” (Stanovich, 2021a), embody our values and it is related to the own 
prior opinions, attitudes, emotional commitment or ego preoccupation. It de-
rives from our general worldviews or, in political terms, from our ideologies 
(Stanovich, 2021a; see also Rocha, 2022, for a recent publication about thinking 
styles and politicians). 

In this sense, political science studies showed that cognitive sophistication 
(high cognitive ability, high educational level, knowledge level, political aware-
ness, personal dispositions, etc.), not only do not reduce myside bias but in-
crease it. Stanovich (2021a) analyzed the sociopolitical implications of myside 
bias and studied how to avoid this error, which is particularly strong in “cogni-
tive elites”. In fact, these subjects presented an important “meta-bias” called “bi-
as blind spot”. For example, West et al. (2012) registered positive correlations 
between the subjects’ level of cognitive sophistication and the likely to commit a 
bias blind spot. In other words, subjects believed that various motivational biases 
were far more persistent in others than in themselves. Related to this, for example, 
in political scenarios, people often show ideological blindness (later, experimental 
studies related to political ideology and the ability to reason will be presented). 
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Subjects believe that only they perceive the world objectively. Most cognitive 
biases in the heuristics and biases literature are in fact negatively correlated with 
cognitive ability, that is, more intelligent people are less biased. In order to avoid 
this peculiar bias, we must train “cognitive decoupling” (suppress automatic re-
sponse, abstract the relevant features, disregard the context and enabling hypo-
thetical reasoning). Moreover we must practice the perspective switching. This is 
very important and “allow us to conceptualize the world in new ways” 
(Stanovich, 2021a: p. 161). 

Related to the political and ideological beliefs, cognitive sophistication and 
science beliefs, Pennycook et al. (2023) observed that one’s level of basic science 
knowledge was the most consistent predictor of people’s beliefs about science. 
Moreover, reasoning ability was associated with pro-science beliefs. So, these 
authors have suggested that educators and policymakers should focus on in-
creasing basic science literacy and critical thinking (see for example Aini et al., 
2021, for a recent review of cognitive biases in scientific work). 

In this context, Lewandowsky & Oberauer (2016) studied the motivated rejec-
tion of science, that is the subjects’ tendency to reject results that question their 
basic beliefs or worldview. These authors have defended that the rejection of 
scientific findings is explained by motivated cognition (subjects tend to reject 
results that question their main beliefs or worldviews). Moreover, cognitive me-
chanisms that facilitated the rejection of science (for example, the superficial da-
ta processing towards the interpretation that is wanted), were registered regard-
less of political orientation. In addition to this, general education and scientific 
literacy did not reduce or prevent rejection of science but, rather, increased the 
polarization of opinions along partisan lines. Later, Lewandowsky & Oberauer 
(2021) designed other recent investigation on the relationship between people’s 
political views and their attitudes towards science (such as attitudes to accept 
vaccinations or climate change). 

Related to these topics, the research by Tappin et al. (2021), displayed that 
cognitive sophistication magnifies politically motivated reasoning (that is rea-
soning modulated by the necessity to reach conclusions congenial to one’s polit-
ical group identity). The authors have registered direct effect of political group 
identity on reasoning, but the cognitive sophistication did not magnify this ef-
fect. Previous studies such as Calvillo et al. (2020) have analyzed ideological be-
liefs bias using syllogisms containing political content. Participants (from two 
ideologies: conservatives and liberals) had to judge the validity of the conclu-
sions presented. Results showed that subjects with different ideologies may ac-
cept distinct conclusions from the same evidence. So, political beliefs seemed to 
provoke biases in subjects’ reasoning. 

Political ideology could also affect judges and prosecutors in their daily work. 
In this sense, other line of investigation is related to heuristics and biases in 
court decisions. The recent years have seen a growing interest for judicial deci-
sion-making. This topic covers issues, such as cognitive models of judicial deci-
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sion-making (e.g., the story model), the impact of extralegal factors on decisions, 
prejudice (e.g., gender and racial bias), moral judgments, group decision-making, 
or the comparison of lay and professional judges (see for example Berthet, 2022). 

Eyal & Eyal (2013) reviewed several studies on cognitive biases relating to ele-
ments of the hearing process (considering evidence and information), ruling or 
sentencing. Their findings have suggested that irrelevant factors that should not 
affect judgment might cause systemic and predictable biases in judges’ deci-
sion-making processes. In this scenario, during a trial, judges are presented with 
evidence; they may ask for additional or other evidence, they may judge evidence 
as inappropriate, or they may decide to give more (or less) weight to certain 
pieces of evidence or reject others. In this process, such tasks might be affected 
by several cognitive biases (for example, confirmation bias can affect judges when 
they hear and evaluate information; motivated reasoning bias or non-conscious 
tendencies to reason towards a preferred outcome, etc.). 

The awareness to the heuristic thinking and the possible biases affecting judi-
cial decisions seem an important prerequisite for trying to reduce or avoid these 
biases (see Fischhoff, 1982, for the identification of several techniques to limit 
biases, including warning people in advance about the existence of bias, describ-
ing the likely direction of a bias, illustrating biases to the judges and providing 
training, feedback, coaching, etc.). 

In summary, investigations around this topic showed that factors beyond the 
law, affected judges in their role. To improve their judgment, it is important the 
judges, prosecutors and even popular juries know their biases and how the re-
lated biases work (see for example Fariña et al., 1998; Jólluskin et al., 1998). 

Other recent and important line of investigation on intuitive-deliberative 
processes is related to look for the underlying cognitive bases for attitudes to-
wards religion, science, paranormal beliefs or the subjects’ cognitive susceptibil-
ity to fake news. Nowadays, the way in which people receive information has 
radically changed. The proliferation of the internet and social networks could be 
affecting how subjects reason, make decisions and, ultimately, how they behave 
towards science and unwarranted beliefs (from fake news, religion, paranormal 
beliefs, etc.). 

In this sense, for example Lindeman et al. (2023), designed an investigation to 
study “misbeliefs”, related to anti-scientific attitudes and conspiracy beliefs. 
They analyzed the conceptual factors and mechanisms that could led to specific 
attitudes (such as anti-vaccination). The results have indicated that the same 
background cognitive factors lead both to a general susceptibility towards an-
ti-scientific beliefs and other unwarranted beliefs, such as fake news, paranormal 
and conspiracy beliefs. Moreover the strongest relationships with anti-vaccination 
attitudes were registered for: poor scientific literacy, intuitive thinking, religious 
and non religious supernatural beliefs and ontological confusions. In line with 
previous results, it has been shown that epistemically and suspect beliefs were 
more strongly associated to intuitive than analytic thinking style. 
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Other investigation by Rizeq et al. (2021) analyzed three domains of “conta-
mined mindware” (paranormal beliefs, conspiracy beliefs and anti-science atti-
tudes). Some predictors were cognitive ability, cognitive reflection, or disposal 
tendency of actively open-minded thinking. The results showed that all of them 
were significantly correlated with the three aforementioned domains. For other 
studies on these topics, see for example Barr et al., (2015); Pennycook et al. 
(2015b); Šrol (2022). See also Sanz Blasco & Carro de Francisco (2019), for a 
theoretical review. 

The results from these lines of investigation have key practical implications 
for future studies and to learn techniques to improve reasoning and decision 
making, in different everyday scenarios. Analyze the strategies used by subjects 
to test a hypotheses (see for example Carretero, 1980) or elucidating the cogni-
tive aspects of the subjects’ attitudes may help to guide in the future effective 
educational interventions aimed at improving, for example, public health and, in 
general, public politics. These programs could help reasoners encouraging them 
to reduce or even avoid biases thinking that could be present in laboratory con-
texts and also in daily life situations. In this line, it is a key issue to provide suitable 
instructional environments and to emphasize the positive views and attitudes to-
wards scientific-warranted beliefs (such as health issues, climate change, etc.). 

Many of the literature on heuristics and thinking biases relate to issues of ra-
tionality (see for example Evans, 2021; Fiedler et al., 2021; Goel, 2022; Hahn & 
Harris, 2014; Kahneman & Tversky, 1983; Stanovich, 1999, 2021b; Stanovich et 
al., 2008; Stanovich & West, 2000; Viale, 2021). In this sense as proposed Pinker 
(2021), just as citizens should understand the basics of history, science, and the 
written word, they should master the intellectual tools of accurate reasoning, 
such as logic, critical thinking, … essential to calibrate risky decisions as well as 
evaluate doubtful statements, in our lives. See also Carretero & Sobrino López 
(2020); Wagner (2022). 

10. The Dual Process Theories: Some Open Questions and 
Concluding Remarks 

Some of the key unresolved questions around the Dual Process Theories are the 
following: 1) what make us think? 2) how intuitive and analytic processes oper-
ate? 3) how is the type of interaction between both processes, sequential, paral-
lel? 4) what are the key factors that determine the intervention of type 2 processes? 
The cognitive ability, the rational thinking dispositions, the instructions, the 
time available? ... 5) is reasoning the implementation of concrete beliefs, abstract 
structures, or something else? 6) what is the nature of the intuition: heuristic, 
logic, both? 7) what are the underlying mechanisms to heuristic and biases? Re-
lated to these questions, next, some final remarks are presented. 

More research is needed to understand how the types of thought work (Evans, 
2018), and so there is still much work to be done. In this sense, for example, the 
distinction between explicit versus implicit, is an important question, because “it 
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can improve the understanding of some phenomena typical of human thought... 
implicit processes could explain the acquisition of beliefs or stereotypes capable 
of influencing subsequent judgments” (Tubau & López Moliner, 1998: p. 20). 

Moreover, it would be useful for people to be familiarized with the intuitive 
biases, and learn the debiasing strategies to avoid them. This should start from as 
early as school age, because many reasoning biases grow from childhood to early 
adolescence, when intuition-based reasoning develops (Lindeman et al., 2023). 
Additionally, it is also a key question to highlight the role of the adaptative pri-
mary knowledge (acquired quickly and effortlessly) and the secondary know-
ledge (it requires time, cognitive resources and it is hardly motivating) related to 
the two types of reasoning processes (see for example Lespiau & Tricot, 2022). 

To investigate the origins and underlying mechanisms of heuristics and cog-
nitive biases may serve to find better ways to predict their occurrence. This has 
important consequences on many practical levels, daily life situations and sub-
jects’ attitudes. Besides, intuitive and reflective beliefs provide key cues for eve-
ryday human activities and could be beneficial for reasoning (see Trémolière & 
Lespiau, 2022, for an analysis on the two types of beliefs in the framework of 
Dual Process Theories). Additionally, professionals in the real world frequently 
operate under limited time, or work overload. These factors could modulate 
their behaviour. Thus, it would be very important that they learn strategies to 
make better inferences and decisions. Consequently, future investigations should 
continue to studying how doctors, judges, or even politicians choose between 
distinct heuristics when they are reasoning and making decisions. 

Some authors highlight that there are gaps in the literature (Pennycook, 
2018a), and it might be necessary to re-think some of the fundamental assump-
tions of the original Dual Process Theory (De Neys, 2018). Nevertheless, the ex-
istence of dual processes or systems of thought is “one of the most widespread 
and influential theoretical ideas in contemporary cognitive psychology” (Rhodes 
et al., 2020: p. 185). 

Future research should continue to explore the mechanisms underlying the 
processes of reasoning and decision making. So heuristics and cognitive biases 
should continue to be investigated in depth. Most importantly, in the real world 
professionals have to reason and make decisions under conditions of incomplete 
information, fatigue or very limited time; consequently, the insights into the in-
terplay between their environments and heuristics should be implemented to 
help them to make better inferences and decisions (see also Berthet, 2022; Hert-
wig & Pachur, 2015). 

In general terms, Dual-Process Theory provides a “valuable high-level frame-
work within which more specific and testable models can be developed” (Evans, 
2018: p. 163). 
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