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Abstract 
In recent years, multi-target tracking technology based on Gaussian Mixture- 
Probability Hypothesis Density (GM-PHD) filtering has become a hot field of 
information fusion research. This article outlines the generation and devel-
opment of multi-target tracking methods based on GM-PHD filtering, and 
the principle and implementation method of GM-PHD filtering are ex-
plained, and the application status based on GM-PHD filtering is summa-
rized, and the key issues of the development of GM-PHD filtering technology 
are analyzed. 
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1. Introduction 

In traditional multi-target tracking, the distribution between observation data 
and targets is realized by data correlation technology, and then the target state 
estimation is realized by filtering technology. Typical data association target 
tracking methods, such as nearest neighbor, joint probabilistic data association, 
these algorithms, have two main problems [1]. First, when the data of the core 
process is related to the operation, when the number of targets gradually in-
creases, there is a combination of explosions, and the amount of calculation in-
creases exponentially. The second is that when multiple targets are tracked, it is 
usually assumed that the number of all targets keeps the same, but this condition 
is often not met in reality. 

Previously, the multi-target tracking method based on random finite set 
theory found by Mahler has become a popular technology for the development 
of multi-target tracking technology, because it could effectively avoid the prob-
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lems caused by the correlation of traditional data and at the same time it can 
realize the estimation of variable target number. In 2003, Mahler first proposed 
the standard Probability Hypothesis Density (PHD) filter. Because of the com-
plex high-dimensional integration operation in the methods of solving PHD, the 
promotion and application of PHD is limited, and many scholars try to find a 
suitable method to implement the PHD filter. Ba-Ngu Vo and Wing-Kin Ma 
proposed a GM-PHD filter based on the linear Gaussian hypothesis, which ap-
proximates PHD with the sum of multiple Gaussian terms [2]. It is assumed that 
the detection probability and survival probability are independent with the 
states, and the PHD of the target derivative set and the new set can be both ex-
pressed as Gaussian sum form, the analytical solution of PHD is obtained by 
updating the prediction of PHD, and the state information of each Gaussian 
item can be obtained, and the calculation amount due to the increase of Gaus-
sian item is reduced by pruning and merging strategy. Target tracking has less 
computational complexity, and has attracted the attention of many scholars and 
engineering technicians. 

This paper reviews the development process of multi-target tracking method 
based on the Gaussian Mixture-Probability Hypothesis Density (GM-PHD) fil-
tering, discusses the current development status of the technology, and discusses 
the future improvement and development trend of GM-PHD filtering technology. 

2. GM-PHD Filter 
2.1. Basic Principles of PHD Filters 

The PHD filter algorithm is actually a first-order moment recursion process for 
the posterior multi-target state. Because the integration step of the probability 
density function is completed on the motion state of a single target, it has a small 
amount of calculation and compared with the Bayes filter algorithm, it is easier 
to handle. The process of PHD filtering is the same as the traditional Bayes fil-
tering. It is also divided into a forecasting process and an update. The core 
thought process is as Figure 1. 

{ },1 ,, ,
kk k k NX X X=   represents the set of random set states at time k; Where 

kN  is the number of targets at time k; { },1 ,, ,
kk k k MZ Z Z= 

 represents the 

random set observation set at time k, Where kM  is the number of observations 

at time k; 1
( ) : , ,k

kZ Z Z  represents the random set observation set at time k. 

( )( )
| | k

k kD x Z  represents the density function at time k corresponding to the 
multi-target posterior density ( )( )| k

Kp X Z , equivalent to the first moment ap-
proximation of the multi-objective posterior density. 

The prediction equation of PHD filtering can be expressed as: 
 

( )( 1)
1| 1 | k

k kD x Z −
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| | k

k kD x Z
prediction update

 
Figure 1. PHD algorithm schematic. 

https://doi.org/10.4236/opj.2020.106013


Y. Y. Li et al. 
 

 

DOI: 10.4236/opj.2020.106013 127 Optics and Photonics Journal 
 

( ) ( ) ( )( 1) ( 1)
| 1 | 1 1 1| 1 1| , | ( )k k

k k k k k k k k kD x Z X X D x Z dX Xφ γ− −
− − − − − −= +∫    (1) 

where | 1 | 1 | 1 | 1( , ) ( | ) ( ) ( | )k k k k k k k kx b x e f xφ ξ ξ ξ ξ− − − −= + , | 1 ( | )k kb ξ− ⋅  Represents the 
PHD of the derivative target set | 1 ({ })k kB ξ− , | 1 ( )k ke − ⋅  represents the probability 
of existence of target, | 1 ( | )k kf − ⋅ ⋅  represents the transition probability density of 
a single target, ( )kγ ⋅  is the PHD of the newly generated target set kΓ . 

The update equation of PHD filtering can be shown as: 

( ) ( )
( )

( ) ( 1)
| 1| 1

( 1)
| 1 , , | 1

| ( ) |

( ) ( ) |
k

k k
k k z k k

k
k k D k Z D k Z k k
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D P L P x L x D x Z dx

−
− −

−
− −

 =


  =   ∫
          (2) 

where ( )
kzL x  is the observed likelihood function of the single target, the ex-

pression is as Equation (3), kλ  is the clutter intensity, ( )kc z  is the spatial dis-
tribution of the clutter, and ( )k kc zλ  is the PHD of the random set of clutter. 

, ( )D kP ⋅  represents detection probability. 

,
,

| 1 ,

( ) ( )
( ) 1 ( )
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k
k

D K z
z D K

z Z k k k k D K z
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= − +
 +  

∑           (3) 

In a multi-target tracking environment, the updated PHD function ( )( )
| | k

k kD x Z  
integral could be expressed as 

( )( )
| | k

k k kN D x Z dx= ∫                      (4) 

Taking the integer value closest to kN  as the desired result of the target 
number at time k, estimated value of the target number could be expressed as 
Equation (2), and the peak number indicates the target number. 

[ ]ˆ
k k int

N N=                          (5) 

2.2. Principle of GM-PHD Filter 

There are complex integration operations in the PHD filter update process, 
which limits the promotion and application of PHD filter. At present, there are 
two main implementation methods: one is the sequential Monte Carlo method; 
the other is the Gaussian mixture method. Based on the assumption of linear 
Gaussian, Vo proposed a GM-PHD filtering algorithm [3]. The algorithm ap-
proximates the multi-object PHD in the form of Gaussian sum. Assuming that 
the detection probability and survival probability are independent of the state, 
and that the PHD of the derived target finite set and the new target finite set 
have Gauss sum, then, suppose the following three conditions are met, the ana-
lytical solution of the PHD recursion formula can be obtained by predicting and 
updating the PHD [4]. 

The first condition is both the target motion model | 1 ( | )k kf ζ− x  and the 
sensor measurement model ( | )kg z x  are linear Gaussian models: 

( )
( )

| 1 1 1( | ) ; ,

( | ) ; ,
k k k k

k k k

f

g

ζ ζ− − − =


=





x x F Q

z x z H x R
                 (6) 

where ( ; , )⋅ m P  represents a Gaussian distribution with mean density m and 
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variance P, 1kF −  is the matrix of state transition, 1kQ −  is the matrix of system 
noise covariance, kH  is the observation matrix, kR  is the measurement noise 
covariance matrix. 

The second condition is to assume that the target survival probability and 
sensor detection probability are independent with the target state: 

, ,

, ,

( )
( )

S k S k

D k D k

p x p
p x p

=

=





                        (7) 

The third condition is that the strength of the new target random set ( )kγ x  
and a derivative target random set | 1 ( | )k kβ − x ζ  are both Gaussian mixed forms: 
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where ( )
,
i
kJγ , ( )

,
i
kγω , ( )

,
i
kmγ , ( )

,
i
kpγ , ,1, 2, , ki Jγ= …  and other parameters determine 

the strength of the newly generated target random set, ( )
,
i
kγω , ( )

,
i
kmγ , ( )

,
i
kpγ  are the 

weight, mean and covariance of the ith Gaussian component of the newly gener-
ated target random set strength, ,kJγ  is the number of new target Gaussian com-
ponents at time k, similarly, ,kJβ , ( )

,
j
kβω , ( )

, 1
j
kβ −d , ( )

, 1
j
kβ −Q , ,1, 2, , kj Jβ= …  other 

parameters determines the strength of the target random set derived from the 
target, ( )

,
j
kβω , ( )

,
j
kβd , ( )

,
j
kβQ , are the weight, mean and covariance of the ith Gaus-

sian component of the newly generated target random set strength, ,kJβ  is the 
number of new target Gaussian components. 

Assuming that the posterior PHD at time 1k −  is Gaussian, the predicted 
PHD at time k and the posterior PHD at k are also Gaussian mixtures. Then Ma 
and Vo obtained the analytical expression form of PHD filter, GM-PHD filter 
through Gaussian mixing technology. It mainly includes the following four 
steps: 

The first step is the prediction process, assume that the posterior intensity at 
time 1k −  has the following mixed Gaussian form: 

( ) ( )
1

( ) ( ) ( )
1| 1 1 1: 1 1 1 1 1

1
| ; ,

kJ
i i i

k k k k k k k k
i

D Z ω
−

− − − − − − − −
=

= ∑ x x m P            (9) 

Then the predicted PHD at time k can be shown as a Gaussian mixture: 

( ) ( ) ( ) ( )| 1 1: 1 , | 1 1: 1 , | 1 1: 1| | |k k k k S k k k k k k k k k kD Z D Z D Zβ γ− − − − − −= + +x x x x    (10) 

The second step is the update process, suppose the predicted PHD at time k 
could be described as a Gaussian mixture: 

( ) ( )
1

( ) ( ) ( )
| 1 1: 1 | 1 | 1 | 1

1
| ; ,

kkJ
i i i

k k k k k k k k k k k
i

D Z ω
−

− − − − −
=

= ∑ x x m P           (11) 

Then the posterior PHD at time k is also Gaussian mixture: 

( ) ( ) ( ) ( )| 1: , | 1 1: ,| 1 | |
k k

k k k k D k k k k k D k k k
z Z

D Z p D Z D−
∈
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The third step is pruning and merging: The Gaussian mixing term of the 
GM-PHD filter will continue to grow. To solve this problem, the literature 
adopts the idea of pruning and merging, deletes the Gaussian terms with smaller 
weights, and merges the Gaussian terms that are closer together. 

The fourth step is state extraction: Obtaining the number of targets: by mixing 
the weights of the Gaussian items and obtaining the number of targets in a mon-
itoring area： 

( )

1
ˆ

kJ
i

k k
i

n ω
=

= ∑                           (13) 

Obtain the target state: extract the Gaussian component with a weight greater 

than 1( )
2

τ τ ≥ : 

{ }( ) ( )ˆ :
i i

kk kX ω τ= >m                      (14) 

2.3. GM-PHD Filter Simulation 

GM-PHD could be widely utilized in the field of multi-targets. Figure 2 shows 
that the definition of GM-PHD in the case of two targets as follows: 

The simulation conditions are defined as follows: Initially, the A target coor-
dinates are (250, 250), the B target coordinates are (−250, −250), and the A and  

 

 
Figure 2. Algorithm Simulation of GM-PHD. 
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B targets are moving at the speeds of (2.5, −12) and (12, −2), the deletion thre-
shold is 4. As shown in the figure, the traditional GM-PHD filter tracks the 2 
targets A and B very well, and the calculation speed is much faster than the tra-
ditional PHD filter. 

3. Application of PHD Filter in Target Tracking 

In the past ten years, GM-PHD filtering has made a lot of research results under 
the continuous efforts of theoretical research scholars represented by Mahler and 
engineering technicians represented by Vo. At present, PHD filtering technology 
has been applied in many fields of research, extended multi-target tracking, image 
tracking, group target detection and tracking, multi-target tracking under un-
known parameters and sensor management Numerous applications [5]. Next, we 
will summarize the outstanding achievements in various application fields. 
• Multi-maneuvering target tracking: Vo applies GM-PHD filtering to mul-

ti-target tracking, proposes a multi-model PHD filtering method, and uses 
particle filtering to approximate the solution. Simulation shows that mul-
ti-target tracking is significantly better than single-model PHD filtering. Pa-
sha et al. Also introduced the multi-model method into the GM-PHD filter-
ing method, considering three kinds of motion models at the same time, and 
showed better performance than the traditional data association IMM-JPDA 
(Interacting Multiple Model) in tracking maneuvering targets. 

• Expanded multi-target tracking: A model for measuring space recently pub-
lished by Gilholm et al., Mahler extended PHD filtering to expanded mul-
ti-target tracking, obtained the expanded target PHD filter, and promoted the 
development of expanded multi-target tracking technology, but the algo-
rithm Mahler Theoretical derivation was carried out, but no simulation was 
carried out. In 2010, on the basis of the GM-PHD filter proposed by Vo, 
Granstrom et al. They proposed that in the case of linear Gaussian, the Gaus-
sian hybrid implementation form of expanding multiple target PHD filters 
was assumed, and the effectiveness of the filter was verified by simulation. 
Inspired by the multi-model method, Wang Xiao et al. They found an im-
proved MM-GM-PHD to solve the problem of extended multi-target track-
ing, and the target has a certain maneuverability and achieved good results. 

• Image tracking: Ikoma, Uchino, Maeda and others, they applied the particle 
PHD filter to the field of tracking feature points in optical images when time 
change. Clark, Vo, Bell and others applied the GM-PHD filter to the sonar 
image field, and effectively solved the problem of 2D or 3D active sonar im-
age tracking. Wang et al. Applied the PHD filter with particles In the field of 
digital video images, it is used to solve the multi-target tracking problem. 

• Group target detection and tracking issues: In the research practice of the 
situation assessment simulator system, the research team of the Swedish Na-
tional Defense Research Agency applied the PHD filter to PHD group target 
tracking. A formation aggregation algorithm based on a multi-dimensional 
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allocation method was used to detect the formation structure. And classifica-
tion, an independent PHD filter is used for group target tracking detection 
on each formation structure. Clark et al. carried out research on group target 
tracking based on the GM-PHD filter method, by creating a target estimation 
state chart with an association relationship to represent the target group, 
used to limit the movement of each target Gaussian in its corresponding 
group, and through PHD Medium track maintenance method to identify 
target group tracks. 

• Multi-target tracking under unknown parameters: Lian Feng et al. carried 
out multi-target tracking research under the background of unknown clutter. 
In 2009, an unknown hybrid clutter environment problem was proposed us-
ing Finite Mixture Models (FMM) and expectation poles. The method of es-
timating the clutter model by the Dahua algorithm. In 2010, a multi-target 
tracking method that satisfies the static conditions for the clutter distribution 
is proposed. Zhou Chengxing published a GM-PHD filtering method based 
on risk assessment in the case of unknown noise distribution. 

• Sensor management: Mahler has proposed a multi-sensor multi-target man-
agement method based on PHD filtering. This method is based on the rela-
tive tactical priority of the target, which can achieve priority observation of 
key targets. EL-Fallah has verified this method in the research. In the simpli-
fied simulation scene, it can be realized by particle filtering method. Mahler 
and EL-Fallah put forward the formula for calculating feasible PENT in the 
study of the improved method of PHD filter, combined with the unknown 
dynamic clutter situation, and obtained a unified unknown dynamic clutter 
situation Sensor management method below. Because PHD filtering tech-
nology has broad prospects for solving the multi-target tracking problem, 
with the promotion of foreign research, more and more domestic research 
institutions and personnel are engaged in research and exploration in this 
field, mainly engaged in GM-PHD filtering implementation and GM 
-Research on the application of PHD filter. 

4. Prospect of PHD Filter Technology 

Throughout the above, PHD filtering has achieved many encouraging research 
results, focusing on the multi-target tracking research of PHD filtering, and now 
the existing problems in this field and the key aspects of future development are 
summarized as follows: 
• Research on PHD filter 

Implementation methods The current PHD filter implementation methods 
are mainly sequential Monte Carlo (particle filter) method and Gaussian mixture 
method, but the particle filter method requires higher selection of density func-
tion, and this type of function is difficult to confirm. A large number of sam-
pling approximate calculations are required, which require high computing 
power and are difficult to implement in engineering. The Gaussian mixture me-
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thod requires linear Gaussian conditional assumptions. Although some research-
ers adopt approximate methods to deal with nonlinear non-Gaussian problems, 
the accuracy of target estimation has decreased. Therefore, it is necessary to car-
ry out the algorithm research on the compromise between computational com-
plexity and estimation accuracy. 
• Target tracking in the case of multiple sensors 

Research Currently, Target tracking in the case of multiple sensors based on 
PHD filtering usually assumes that the observation data of each sensor is com-
pletely independent, adopts sequential processing, and has low computational 
complexity, but low tracking accuracy and poor stability. The other is the prod-
uct multi-sensor PHD filtering method, which comprehensively considers the 
multi-sensor observation information, which has better tracking accuracy and 
stability, but the calculation complexity is higher and it is difficult to achieve [6]. 
Therefore, how to achieve multi-sensor multi-target tracking with higher accu-
racy, stronger stability and easy engineering realization is the direction of future 
development. 
• Research on the tracking method of multi-target situation 

Currently, the tracking method of multi-target situation based on PHD filter-
ing is mostly based on linear Gaussian models, which have certain limitations. It 
is more universal to carry out research on nonlinear non-Gaussian multi- ex-
tended target filtering methods [7]. The research on multi-expanded target 
tracking methods is mainly a two-dimensional model. If a three-dimensional 
extended model of an extended target can be developed, it will be able to de-
scribe the target more accurately and realistically, thereby obtaining more ex-
tended target information. 
• Research on track generation 

In the field of multi-target tracking, the PHD filter tracking algorithm can be 
used to obtain the number and status of the targets at any time. There is no track 
association information between adjacent target states, and the relationship be-
tween targets at consecutive moments is not given. Estimate the trajectory of all 
targets. At present, the track generation method based on PHD filtering is 
mainly combined with the traditional data correlation technology, and the mul-
ti-target RFS estimated at each discrete time is regarded as an “observation set”, 
and then the traditional data correlation technology is used to form the target 
track, but this method does not Considering the situation of missed detection 
and false estimation of the target, it will lead to the formation of a false track and 
a target will produce multiple tracks, which will be detrimental to the compre-
hensive situation understanding and analysis of the surveillance scene [8]. In the 
future, how to realize joint state estimation and track generation and extraction 
under the framework of PHD filtering is a direction worthy of study. 
• Research on multi-target joint detection and classification method 

At present, most researches deal with the three problems of target detection, 
tracking and classification separately. However, these three problems can ac-
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tually be closely coupled. Joint processing is expected to achieve better detection, 
tracking and classification at the same time. Classification performance. At 
present, there are many researches on target JTC and target JDT, but there are 
not many studies on target joint JDTC methods, mainly because of the lack of an 
existing There is a theoretical framework for effective theoretical approaches to 
the foundation of strict theoretical interpretation, but the emergence of RFS 
theory fills the gap in this area, which can realize the simultaneous detection, 
tracking and classification of targets, which will greatly improve the ability of 
modern surveillance systems to acquire multi-target information, Has greater 
theoretical and practical significance. 
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