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Abstract 
Road traffic accidents are one of the global safety and socioeconomic chal-
lenges. According to WHO (2024), it has caused over 1.19 million annual fa-
talities. It is also projected to cause economic losses, which are approximately 
$1.8 trillion between 2015 and 2030. In this research, machine learning (ML) 
approach was implemented to predict the severity of road traffic accidents and 
explore actionable insights for intervention. The dataset used in implementing 
machine learning models was collected from Victoria Road Crash incidence 
from the years 2012-2023. This dataset includes temporal, environmental, and 
infrastructure variables. The target variable is severity of the road accident 
which is in four classes: fatal, serious injury, minor injury, and property dam-
age. The first part of the machine learning analysis involves feature analysis 
using feature importance by random forest and partial dependence plots. The 
feature analysis identified temporal factors like accident time and date as key 
influencing factors of severity. The significant peaks from feature analysis 
showed rush hours and late weekdays as major determinants of road accidents 
in Victoria. Similarly, speed zones also showed a significant influence on road 
accidents, and this emphasizes the correlation between higher speed limits and 
severe outcomes. Environmental and infrastructural factors, like lighting con-
ditions and road geometry, showed comparatively lower impact. In the second 
part of the analysis, three machine learning models—Logistic Regression, Ran-
dom Forest, and XGBoost—were implemented for predictive performance. 
Logistic Regression outperformed others with the classification of minor inju-
ries (Class 3), with a recall of 100%. Random Forest showed slightly better bal-
ance across classes. However, all models struggled with minority classes, like 
fatal accidents (Class 1), due to class imbalance. Overall, the findings revealed 
the importance of targeted interventions during high-risk periods with stricter 
speed limit enforcement and improved lighting infrastructure. 
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1. Background 

Road traffic accidents are one of the leading causes of death and injury across the 
world. This class of accidents constitutes a significant global safety issue, which 
results in almost 1.19 million deaths yearly and millions of injuries and disabilities 
[1]. Aside from the fatalities and injuries, road traffic accidents also impact the 
global economy negatively. As noted by [2], injuries and deaths caused by road 
accidents are projected to cost the world economy USD 1.8 trillion from 2015 to 
2030. This is equivalent to an annual tax of 0.12% on global GDP. Undoubtedly, 
the socioeconomic burden of road accidents is huge as it affects the cost of healthcare, 
the productivity of people involved, and the emotional well-being. In this regard, 
predictive modelling of road traffic accident severity has become an important 
area of research for safety practitioners and other stakeholders seeking to mitigate 
the accidents and the consequences. The nature and severity of road traffic acci-
dents are influenced by many factors. This includes environmental, vehicular, and 
human variables. Key determinants are road conditions, lighting, weather, vehicle 
speed, and driver behaviour and they all play impactful roles in shaping the out-
comes of many road traffic accident outcomes [3] [4].  

Accident severity ranges from minor injuries to severe outcomes and it is a key 
metric for understanding and mapping out road safety systems. Severity classifi-
cation enables stakeholders to allocate resources effectively, prioritize high-risk 
areas, and implement targeted interventions. Given the complex interplay of fac-
tors that cause road traffic accidents, traditional statistical methods often fall short 
in capturing nonlinear relationships and high-dimensional data [5] [6]. Machine 
learning (ML) is a subset of AI and it offers a robust and efficient alternative for 
predicting accident severity by leveraging large datasets to identify hidden pat-
terns [7]. Unlike traditional predictive approaches, ML algorithms possess the ca-
pability to model complex dependencies between environmental, vehicular, and 
human-related factors. Many studies have been conducted on the use of machine 
learning to predict road traffic accident. [8] explores machine learning techniques 
like KNN, AdaBoost, and Decision Tree for classifying accident severity but only 
focuses on model comparison without exploring the underlying relationships be-
tween predictors and crash severity. It is challenging to address the root causes of 
severity of road traffic accidents when influencing factors are not analysed. Simi-
larly, [9] employed machine learning techniques like Logistic Regression, Deci-
sion Tree, and Random Forest to predict accident severity, but the research did 
not extensively analyse the predictors influencing the severity. While the models 
in the work of [9] achieved good accuracy, the neglect of model explainability 
limits their ability to provide actionable insights. Clearly, many of the existing 
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studies in the domain of road traffic accidents put more emphasis on predictive 
performance of machine learning models. They overlook influencing factors that 
can be used to interpret model predictions and translate them into practical inter-
ventions. Thus, it is imperative to bridge this gap by carrying out research that not 
only predicts road traffic accident severity but also extensively analyses the com-
plex interdependencies of factors influencing the severity. With the adoption of 
machine learning techniques, this research aims to deliver accurate predictions 
and uncover hidden patterns within the road traffic accident data. More im-
portantly, the research will provide actionable insights that can guide stakeholders 
based on the overall findings. 

Research Questions 
1) What are the significant factors influencing road crash severity? 
2) How accurately can machine learning models predict the severity of road 

traffic accidents? 
3) What actionable insights can be derived to reduce the occurrence of severe 

traffic accidents? 

2. Literature Review 

In the past, statistical approaches like regression, negative binomial models, and 
ordered probit models have been widely utilized to implement prediction of se-
verity level of road traffic accidents and crashes [10] [11]. These models provided 
foundational insights, but they exhibit limitations when dealing with non-linear 
relationships and high-dimensional datasets [12]. Based on their computational 
design, regression model assumes linearity between predictors and the target var-
iable [13]. This does not hold in complex road traffic accident data where variables 
like speed zones, light conditions, and road geometry interact dynamically. Simi-
larly, ordered probit and logit models are constrained by their inability to model 
complex dependencies among features [14] [15]. This situation limits the strength 
of the conventional models in the domain of road traffic accidents. In recent years, 
machine learning models like Random Forest (RF), Support Vector Machines 
(SVM), Gradient Boosting, and Neural Networks have demonstrated superior 
performance with the prediction of crash severity. Unlike traditional models like 
regression models and probit and logit models, machine learning models are com-
putationally effective at capturing non-linear relationships and complex interac-
tions among influencing factors. Thus, machine learning techniques are well-
suited for road traffic accident severity prediction. For instance, [16] in their work 
compared decision trees, Naïve Bayes, and Random Forest models. They con-
cluded that Random Forest outperformed other techniques with the prediction of 
severity based on environmental factors like lighting and weather conditions. Sim-
ilarly, [17] examined the performance of Random Forest, artificial neural net-
works (ANN), and decision trees with a focus on rainy conditions. In their re-
search, Random Forest achieved the highest accuracy due to its robustness with 
homogeneity in road traffic accident data. [8] explored K-Nearest Neighbours 
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(KNN), AdaBoost, and decision trees for classification of road traffic accident se-
verity but focused primarily on comparison of model performance. The investi-
gation neglects analysis of underlying relationships between predictors and out-
comes of road accident severity. Evidently, these studies highlight the predictive 
capabilities of machine learning models without considering the importance of 
understanding which factors trigger crash severity and how these insights will in-
form real-world interventions. Consequently, one of the critical challenges in ex-
isting studies lies in the detailed exploration of feature interpretability. Machine 
learning models, especially ensemble methods and deep learning, work as “black 
boxes”. The models produce improved predictions without any explanation of 
how influencing features contribute to the severity like traditional models. As af-
firmed by [18], without interpretability and explainability, non-technical stake-
holders using outcomes of machine learning models are left with a limited under-
standing of which factors contribute most to model outcomes. This limits the ma-
chine learning models’ practical applicability. 

The identification of influencing factors driving road traffic accident severity is 
essential for addressing the root causes of the accidents and developing targeted 
interventions. Existing research emphasizes the role of human, environmental, 
and vehicular factors in crash severity. Human behaviour like speeding, alcohol 
consumption, and fatigue, has been affirmed to increase the likelihood of severe 
crashes [19] [20]. Environmental conditions comprising poor lighting, adverse 
weather, and road geometry exacerbate the risk of traffic accidents as visibility and 
vehicle control is reduced [21]-[23]. Vehicular factors like vehicle type, speed 
zones, and road surface conditions also play a significant role in determining crash 
outcomes [17] [24].  

Similarly, road geometry provides insights about the structural design of the 
and most times, it includes aspects like intersections, slope, shoulders and curves. 
They contribute to crash risk due to vehicle instability [23] [25] [26]. Another 
variable that influences severity of road traffic accident is speed zone. This factor 
highlights speed limits at the location of road traffic accidents. It is a vital factor 
of severity as higher speed zone correlates with fatal outcomes based on impact 
forces caused by higher speed [27] [28]. However, while these studies identify the 
general importance of these factors, they fail to analyse the complexity around the 
interdependence of the accident factors. For instance, [29] implemented ANN, 
SVM, and decision trees in their work for traffic accident severity prediction but 
they did not explore how key features in their dataset like light conditions and 
vehicle speed interact to influence severity. Similarly, the work [17] focused on 
crash severity under rainy conditions, but the broader context of multiple con-
tributing factors was not explored. Perhaps, while predictive performance metrics 
like accuracy, precision, recall, and F1-score have been utilized to evaluate ML 
models, they are not sufficient to address the practical needs of stakeholders. High 
accuracy alone does not translate into actionable insights unless the models pro-
vide clear explanations of their predictions. This main gap in the existing literature 
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forms the foundation for this research which is targeted at answering critical ques-
tions relating to road traffic accident severity prediction and comprehensive fea-
ture analysis.  

3. Dataset, Pre-Processing and Transformation 

Datasets are essential to building machine learning models for prediction, classi-
fication or segmentation [30]. They serve as the main source of information that 
models learn patterns to carry out subsequent analysis (prediction, classification, 
clustering). Dataset quality and richness of features in the dataset are critical for 
achieving high-performing machine learning models [31]. In this research, the 
used for implementing machine learning models was retrieved from Kaggle Vic-
toria Road Crash Data (2012-2023). The dataset contains comprehensive infor-
mation about road crashes in Victoria (Australia) from year 2012-2023. The da-
taset has 15 attributes detailing factors that influence road accidents in Victoria 
and 152,445 records. The dataset is rich in features as it incorporates temporal, 
environmental and infrastructure variables (Table 1).  
 

Table 1. Details of the features in Victoria dataset. 

Feature Description 

ACCIDENT_DATE Date of accident 

ACCIDENT_TIME Time in which accident occurred 

DAY_OF_WEEK Day of the week in which the accident happened (in Figure) 

DAY_WEEK_DESC Day of the week in which the accident happened (in Words)  

ACCIDENT_TYPE Type of the accident that occurred 

ACCIDENT_TYPE_DESC Detail description of the accident that occurred  

DCA_CODE Code highlighting factors that caused the accident  

DCA_DESC Description of the factors that caused the accident  

LIGHT_CONDITION The lighting condition when the accident occurred  

NODE_ID Unique identifier for the spatial location of the accident 

ROAD_GEOMETRY_DESC Geometry of the road where the accident occurred  

SEVERITY Severity of the accident that occurred 

SPEED_ZONE Speed limit at the accident location 

RMA Road management area where the accident occurred 

 
The dataset was loaded into the coding environment (Google Colab) using Pan-

das library in Python (Figure 1). 
The Victoria dataset is pre-processed by checking for missing values using 

df.isnull() method in Pandas library.  
The Victoria dataset contains features that are categorical in nature (Figure 1). 

The features are transformed to numerical values using LabelEncoder class from 
the sklearn.preprocessing module to encode each categorical feature by assigning 
unique integer labels to distinct category values (Figure 3).  
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Figure 1. Data importation and inspection on Google Colab. 

 

 
Figure 2. Checking for missing values in Victoria dataset. 

 

 
Figure 3. Data transformation with LabelEncoder. 
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From the features in the Victoria dataset, the target variable is severity. Severity 
categorizes accident that occurred based on fatality level. It is an important pa-
rameter to assess road safety. The dataset categorizes crash severity into four clas-
ses (Figure 4). Fatal class (Class 1) includes those accidents that result in loss of 
life and are the most severe. Serious injury (Class 2) is a class of accident that leads 
to major injuries. Minor injury (Class 3) accidents are those accidents that lead to 
injuries that are less severe. This class of injury requires minimal medical atten-
tion. Property Damage Only (PDO) (Class 4) is a class of accidents in which there 
are no injuries or fatalities but cause damage to vehicles or infrastructure.  
 

 
Figure 4. Classes of accident severity. 

4. Feature Analysis 

Feature selection techniques help to identify the most predictive features [32]. 
While analysis of feature enables improvement in model performance, it is also 
important to show interaction of influencing variables to non-technical stake-
holders. There are various techniques to analyse data features and assess interac-
tions and level of influence. Commonly used techniques feature importance de-
rived from tree-based models like Random Forest or XGBoost. These models rank 
features based on the level of their contribution to the improvement of predictive 
accuracy. Tree-based feature importance methods are computationally efficient 
and valuable when handling high-dimensional datasets [33] [34]. They provide a 
straightforward measure for level of relevance among data features. Thus, feature 
importance technique is a practical choice for large datasets like the Victoria da-
taset. Perhaps, one of the weaknesses of feature importance technique is its bias 
towards features with many unique values and it must be carefully considered 
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when interpreting outcomes [35]. Partial Dependence Plots (PDPs) is also an ef-
fective technique for feature interpretability. The technique works by creating vis-
uals of the marginal effect of data features on the predicted outcome. PDPs are 
particularly valuable for assessing non-linear relationships and interactions be-
tween features [36]. This makes it important to use the Victoria Road dataset. PDP 
is a step further compared to tree-based models with capability to capture how 
changes in a feature influence the target variable.  

4.1. Feature Importance by Random Forest 

The setup for feature importance using a Random Forest technique involves in-
stantiation of random forest model. Random Forest classifier is instantiated with 
100 estimators and trained on the training dataset (X_train and y_train). After 
training the model, the feature_importances_ attribute of the Random Forest 
model is prompted to provide the importance score of each feature based on the 
decrease in node impurity.  
 

 
Figure 5. Feature importance plot. 

 
From the feature importance plot, the most influential factor is ACCIDENT_TIME. 

This suggests that the time of the accident plays a key role in determining the level 
of severity of the accident outcomes. The feature ACCIDENT_DATE is the sec-
ond most important, as seen in Figure 5. The first two features in the ranking were 
explored to validate their level impact on the severity of accident in Victoria.  
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Figure 6. Distribution of accident by day of the week. 

 

 
Figure 7. Distribution of accident severity by hour of the day. 

 

The feature exploration in Figure 3 shows that severity Class 3 dominates as the 
most frequent type of accident. It is followed by Severity 2, regardless of the day. 
Also, weekdays (Monday to Friday) show a slightly higher number of accidents 
compared to weekends (Figure 6). This is likely due to increased road activity 
during workdays. Also, at a more granular level of interpretation, more accidents 
occur on Fridays. For hourly distribution (Figure 7), the frequency of accidents 
shows noticeable peaks during the late afternoon (around 3 PM to 6 PM). These 
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peaks coincide with regular rush hours. This implies higher road activity and con-
gestion are influencing factors for accident. While severity Class 3 remains the most 
frequent type during all hours, severity Class 2 increases during peak traffic times. 
Additionally, early morning hours (midnight to 5 AM) show the least accident 
counts. This reflects reduced road activity during this particular hour. From Fig-
ure 2, DCA_CODE and SPEED_ZONE also rank high. The features show that 
specific accident types and speed limits are key determinants of severity. These 
features capture specific road rules and driver behaviours that directly affect acci-
dent outcomes. Features like ROAD_GEOMETRY_DESC and LIGHT_CONDI-
TION are at the bottom of the ranking scale. Road geometry and lighting are static 
factors compared to the dynamic nature of time and traffic conditions, which 
change frequently and have a more immediate impact on accident likelihood. 
While road geometry and lighting conditions can exacerbate the severity of 
crashes under specific situations, they generally play a major role in accident cau-
sation compared to driver actions and environmental conditions during peak traf-
fic periods.  

4.2. Feature Importance: Partial Dependence Plots (PDP) 

The PartialDependenceDisplay.from_estimator method from sklearn.inspec-
tion is used to generate PDPs for features in the Victoria dataset. The trained 
model, test data and target class (severity) were set as inputs to compute the partial 
dependence for each feature. The PDP results (Figure 8) show the influence of 
features like time, speed zone, accident type, and lighting conditions on accident 
severity.  

 

 
(a) 
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(b) 

 
(c) 

Figure 8. Partial dependence plots for features in Victoria dataset. 
 

From Figure 5, ACCIDENT_DATE plot displays a U-shaped trend. This partial 
dependence is lower for mid-range dates and increases at both earlier and later 
periods. This shows temporal variations in accident severity influenced by sea-
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sons. The plot for ACCIDENT_TIME shows a sharp decline in partial dependence 
which is observed during early hours. This decline is followed by a gradual rise 
later in the day. This trend aligns with peak traffic periods (rush hour) as deduced 
under feature importance analysis in Section 4.2. The DAY_OF_WEEK plot re-
veals partial dependence that increases steadily from Monday to Sunday. This im-
plies that accidents later in the week have a higher likelihood of being severe. This 
may be due to increased fatigue as the week runs out. The DCA_CODE plot shows 
significant variation with certain DCA codes contributing more to accident sever-
ity. This might be linked to specific road conditions or accident scenarios. In the 
LIGHT_CONDITION visual, spike is observed for specific lighting conditions. 
This means that poor or changing lighting significantly impacts accident severity. 
There is a steep positive trend in the SPEED_ZONE plot. This implies that higher 
speed zones correlate with increased severity. This underscores the role of speed 
in influencing the severity of outcomes. There is poor variation in the plot of 
ROAD_GEOMETRY_DESC. This means that road geometry has limited influ-
ence on severity. RMA: The partial dependence of RMA slightly decreases. The 
plot shows a negative relationship with severity. This means improved road man-
agement procedures reduce accident and accident severity.  

5. Machine Learning Models 

By design and configuration, machine learning (ML) involves training algorithms 
on datasets to identify patterns, relationships, and trends, which are subsequently 
applied to new, unseen data [37] [38]. Unlike traditional statistical method, ma-
chine learning can handle large volume of datasets and features to capture simple 
and complex interactions [39]. As road accidents are caused by many factors 
which often do not exist in linear relationship, machine learning becomes appli-
cable in understanding these complex interactions to make predictions. To ex-
plore the utility of machine learning in road accident domain, specific ML models 
such as the Logistic Regression Model, Random Forest (RF) Model, and XGBoost 
Model offer distinct advantages.  

5.1. Logistic Regression 

Logistic Regression is common statistically rooted technique in machine learning 
domain for binary and multi-class classification tasks [40]. Unlike linear regres-
sion, which predicts a continuous target variable, logistic regression estimates the 
probability of the class to which data instances belong by modelling the log-odds 
of the target variable as a linear function of the influencing features [41] [42]. The 
logistic function (sigmoid function) transforms the log-odds into probabilities 
that are between 0 and 1. This makes logistic regression suitable for classification 
tasks. One key strength of logistic regression is its simplicity and interpretability 
[43]. The coefficient in logistic regression is directly interpreted as the change in 
the log-odds of the target variable per unit increase in the influencing variable(s). 
For Victoria dataset, logistic regression is implemented in multinomial form as 
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target variable (severity) as more than two classes. The multinomial logistic uti-
lizes SoftMax function to predict the probabilities of each class under severity. 
 

 
Figure 9. Confusion matrix for logistic regression. 
 

The confusion matrix in Figure 9 shows the performance of the logistic regres-
sion model for predicting accident severity across four classes. Class 1 (severe) has 
no true positives, and all its actual cases are misclassified into other classes. This 
shows that logistic regression struggles significantly with the identification of 
Class 1. For Class 2, 11,360 out of its 11,368 actual occurrences were correctly 
classified. The result shows a high recall but limited precision. Class 3 dominates 
the confusion matrix, with 18,597 out of 18,608 instances. Logistic regression pro-
duces a strong performance for this class. Class 4 has zero predictions and zero 
correct classifications. Logistic regression model fails to properly recognize this 
class due to the class imbalance and its very small instances in the dataset. Overall, 
the logistic regression model performs best for Class 3, moderately for Class 2, 
and poorly for Classes 1 and 4.  

5.2. Random Forest 

Random Forest is a robust ensemble learning technique that is constructed from 
multiple decision trees [44] [45]. Each tree in the Random Forest is trained on a 
bootstrap sample. During the splitting process, a random subset of features is con-
sidered for the best split to minimize overfitting. The aggregation of outcomes 
from multiple trees strengthens the robustness of random forest models and im-
proves the accuracy of the outcome [46]. The strength of Random Forest lies in 
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its ability to handle high-dimensional datasets and complex interactions between 
the influencing variables. For the Victoria Dataset, RandomForestClassifier was 
initialized with n_estimators = 100 and random_state = 42. With this, the model 
was built with 100 decision trees, and the randomness was fixed to ensure repro-
ducibility. The Random Forest model was trained on the training set (X_train and 
y_train) and predictions were made on the test set.  
 

 
Figure 10. Confusion matrix for random forest. 
 

From results presented in Figure 10, Class 1 shows poor performance with only 
4 correct predictions out of 513 actual instances. This shows random forest strug-
gles with minority classes. Class 2 shows moderate performance and random for-
est made 2995 correct predictions out of 11,368 actual instances. Class 3 domi-
nates the performance results with the highest accuracy, as 14,575 out of 18,608 
instances were correctly classified. Random forest model did not make any pre-
dictions for Class 4. This observation shows that random forest model could not 
be learned from the class due to its small number of counts.  

5.3. Extreme Gradient Boosting (XGBoost) 

XGBoost (Extreme Gradient Boosting) is a gradient boosting framework opti-
mized for speed and performance. Like random forest, XGBoost builds an ensem-
ble of decision trees sequentially. With the sequential boosting concept, each new 
tree corrects the errors of the previous ones [47] [48]. Thus, loss function is min-
imized using gradient descent while employing regularization techniques (L1 and 
L2 penalties) to prevent overfitting. XGBoost offers several benefits, and this in-
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cludes scalability, efficiency, and the ability to handle imbalanced datasets through 
weighting [49] [50]. For the accident severity dataset, XGBoost’s ability to model 
non-linear relationships and capture interactions between features makes it an 
ideal machine learning model. The XGBoost model was instantiated using the 
XGBClassifier class from the xgboost library. During initialization, objective = 
'multi:softmax' was used to configure the model for multi-class classification and 
outputs the class with the highest probability. Also, the class in the target variable 
was specified dynamically with the use of syntax num_class = len(np.unique(y)). 
The XGBoost model was trained on the training set (X_train and y_train) and 
final predictions were made on the test set (X_test). 
 

 
Figure 11. Confusion Matrix for XGBoost. 
 

From the result of XGBoost model, Class 0, which is Class 1 in the Victoria da-
taset, shows no correct predictions. The complete failure of XGBoost to identify 
Class 1 indicates that the model finds it difficult to classify the class. Severity Class 
2 shows moderate performance, with 1518 correct predictions out of 11,368 actual 
instances. Class 3 shows dominant performance with XGBoost with the highest 
accuracy making 17,196 correct predictions out of 18,608 actual instances (Figure 
11). No predictions were made for Class 4. Overall, the outcome reveals that the 
XGBoost model heavily favours class 3 predictions while underperforming for Clas-
ses 1, 2 and 4.  

6. Machine Learning Results: Comparison  

All three machine learning models performed poorly with Class 1 (Table 2). The 
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data instance of Class 1 is significantly small, and all the models struggle to effec-
tively predict instances in the class. Random Forest slightly outperformed Logistic 
Regression and XGBoost in terms of precision (3% against 0%). This difference is 
minimal and inconsequential. For Class 2, the models show better performance. 
XGBoost achieved the highest precision (49%) compared to Logistic Regression 
and Random Forest (both at 42%). However, the recall for XGBoost model is con-
siderably lower (13%) than Random Forest (26%). This observation reflects the 
trade-off between precision and recall. Logistic Regression completely failed with 
handling recall for Class 2 (0%). For Class 3, Logistic regression achieved the high-
est recall (100%). With this result, Logistic regression outperforms both XGBoost 
(92%) and Random Forest (78%). All models achieved very close precision values 
for Class 3 (around 63%). The recall strength of Logistic regression indicates that 
the model captured more true positives for Class 3. Random Forest achieved a 
slightly lower F1-Score (70%) compared to XGBoost (75%). Both XGBoost and 
Random Forest are outperformed by Logistic Regression (76%). Looking at the 
accuracy, Logistic Regression and XGBoost both achieved 61%. This is slightly 
higher than Random Forest at 58%. This means that while Logistic Regression and 
XGBoost made more accurate predictions. Perhaps Random Forest’s performance 
across individual classes was more balanced.  
 

Table 2. Machine learning models results. 

Metric Logistic Regression (LR) Random Forest (RF) XGBoost 

Precision—Class 1 0 0.03 0 

Precision—Class 2 0.42 0.42 0.49 

Precision—Class 3 0.61 0.63 0.63 

Recall—Class 1 0 0.01 0 

Recall—Class 2 0 0.26 0.13 

Recall—Class 3 1 0.78 0.92 

F1-Score—Class 1 0 0.01 0 

F1-Score—Class 2 0 0.32 0.21 

F1-Score—Class 3 0.76 0.7 0.75 

Accuracy 0.61 0.58 0.61 

Macro Avg 0.25 0.35 0.32 

Weighted Avg 0.46 0.55 0.53 

7. Results and Safety Implications 

[51] highlights that road geometry plays a crucial role in influencing crash fre-
quency. This is common when road segments are poorly designed, or they exist 
in hazardous conditions. Similarly, [52] demonstrates that poor lighting condi-
tions, especially at night without proper illumination, are associated with severe 
injuries. Despite being static factors, road geometry and lighting are critical fac-
tors influencing accident outcomes under specific circumstances. Unlike [51] and 
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[52], feature analysis carried out in this research ranks ROAD_GEOMETRY_DESC 
and LIGHT_CONDITION lower. The discrepancy is due to differences in dataset 
locations as variations in road design standards, lighting infrastructure, and envi-
ronmental factors significantly influence the importance of these features in dif-
ferent regions. Also, Ahmed et al. (2021) emphasize the predictive importance of 
temporal factors like ACCIDENT_TIME. In their research, they confirm that ac-
cidents occurring during peak hours are more likely to have severe outcomes. The 
ranking of this feature in this research aligns with [53] findings. The explicit im-
plementation of feature analysis in the current research provides more detailed 
understanding of the relative importance of different features when predicting ac-
cident severity. By ranking features based on their predictive power, feature anal-
ysis helps prioritize features that are more relevant to accident likelihood and se-
verity. Notably, it improves model interpretability, as shown in Figures 5-8.  

The findings of this research reveal significant safety implications for stake-
holders. The dominance of temporal factors like accident time and accident date 
highlights the need for targeted interventions during high-risk periods like late 
afternoons and Fridays. These periods coincide with rush hours, and it empha-
sizes the need for road safety strategies like increased traffic policing, better signal 
coordination, and public awareness campaigns to reduce congestion. Also, the 
importance of speed zones as a determinant of accident severity pinpoints the vital 
role of speed management in the reduction of fatalities and severe injuries. Higher 
speed zones are strongly linked to fatal outcomes due to increased impact forces. 
Based on the findings in this work, stricter enforcement of speed limits is sug-
gested in areas prone to high-speed crashes. The significant influence of lighting 
conditions on accident severity implies that improving road lighting infrastruc-
ture will substantially reduce severe accidents. Similarly, the findings on road 
management areas (RMA) indicate that well-maintained roads with effective 
management systems contribute to lower severity. This reinforces the need for 
sustained infrastructure investment. Machine learning models (Logistic Regres-
sion, Random Forest and XGBoost) performed well in predicting accident severity 
for the majority of classes, and this shows their individual strengths in analysing 
complex road traffic datasets. However, their poor performance with minority 
classes, like fatal accidents (Class 1) and property damage only (Class 4) signals 
demand resolution with class balancing methods. Oversampling or synthetic data 
generation techniques will improve prediction for these key classes and ensure 
better resource allocation for high-risk areas. From a policy perspective, integra-
tion of predictive modelling into road safety strategies enables proactive measures 
rather than reactive measures. Authorities can use machine learning outputs to 
identify high-risk zones and implement localized interventions like stricter speed 
enforcement and improved traffic flow management. 

8. Future Works 

As the models implemented in this research struggle with minority classes, future 
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works should focus on addressing the challenges of class imbalance to improve 
the prediction accuracy for the minority classes. In this regard, advanced resampling 
techniques, like SMOTE-ENN or adaptive synthetic sampling, should be experi-
mented with to handle data balancing. Also, external datasets like weather reports, 
traffic density, and driver behaviour should be incorporated to provide more com-
prehensive insights into the factors influencing road crash severity. The adoption 
of deep learning models like Convolutional Neural Networks (CNNs) or Long 
Short-Term Memory (LSTM) networks will further improve prediction accuracy 
by capturing complex temporal and spatial relationships in the road traffic da-
taset. Lastly, future research should aim to test the generalizability of the models 
by applying outcomes to road accident data from other regions. This will ensure 
scalability and broader applicability.  
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