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Abstract 
In economics and finance, minimising errors while building an abstract re-
presentation of financial assets plays a critical role due to its application in 
areas such as risk management, decision making and option pricing. Despite 
the many methods developed to handle this problem, modelling processes 
with fixed and random periodicity still remains a major challenge. Such me-
thods include Artificial Neural networks (ANN), Fuzzy Inference system 
(FIS), GARCH models and their hybrids. This study seeks to extend literature 
of hybrid ANN-Time Varying GARCH model through simulations and ap-
plication in modelling weather derivatives. The study models daily tempera-
ture of Kenya using ANN-Time Varying GARCH (1, 1), Time Lagged Feed-
forward neural network (TLNN) and periodic GARCH family models. Mean 
square error (MSE) and coefficient of determination R2 were used to deter-
mine performance of the models under study. Results obtained show that the 
ANN-Time Varying GARCH model gives the best results. 
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1. Introduction 

Weather influences many economic activities and livelihood of people. Some of 
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the sectors mainly affected by weather include energy production and consump-
tion and production of agricultural commodities among others. In the recent 
times, people have established a weather derivative which is a new type of secu-
rity to help in hedging risks against weather driven poor performance in busi-
ness activities. The payoffs of these instruments may be linked to various weath-
er related variables, including heating degree days, cooling degree days, maxi-
mum temperature, minimum temperature, humidity, sunshine and precipitation 
[1]. Weather forecasting is getting more and more crucial to guiding people’s ac-
tivities and even to government, like setting disaster prevention budget such as 
hunger prevention cost [2]. 

Weather derivative differs from financial derivative due to some interesting 
considerations. First, weather is not traded in spot market. Second, weather de-
rivatives are critical in quantity hedging but not necessarily hedging price as in 
financial derivative. That is, weather derivative products provide protection against 
weather-related changes in quantities, complementing extensive commodity price 
risk management tools already available through futures [1]. Third, weather is 
naturally a location specific and nonstandardised commodity. Further, weather 
forecasting is crucial to both the demand and the supply sides of the weather de-
rivatives market. In this study, we take a nonstructural time series approach to 
temperature modeling and forecasting. 

Modelling daily average temperature has attracted many people who as well 
have developed many methods. Autoregressive Moving Average (ARMA) model 
and its various forms are the oldest commonly used method despite its short-
comings. Autoregressive Conditional Heteroskedasticity (ARCH) model and its 
family are also another commonly used modeling volatility in time series. ARCH 
is a stationary non linear model. An ARCH (q) first models the stationary process 
by an AR (q) model, and takes the variance of the residual term as a q-th auto-
regressive polynomial relating to the history squared residuals back to lag q. The 
model was first proposed by Engle in 1982 and latter generalised by Bollerslev 
and Taylor in 1986 and termed as Generalised Autoregressive Conditional He-
teroskedasticity (GARCH) model. 

These models have improved the application range to the real world problems 
in time series. However, in periodic phenomena, randomness and periodicity es-
timation is still considered separately. The GARCH model for example fits a pe-
riodic function to the seasonal trend and adds it to the ARMA type process of 
the residuals linearly. This is hence seen as a limitation of the model. 

Recently, time series modelling and forecasting have attracted the use of 
ANNs. ANNs do not assume any statistical distribution and they exhibit excel-
lent attributes in non linear modelling [3]. They develop the appropriate model 
on the given data adaptively. They are hence considered to be data driven and 
self adaptive. Literature has been developed over the past decades towards the 
ANN application in time series forecasting. Zhang et al. (1998) presented a very 
comprehensive discussion on ANN application in time series forecasting. Mul-
ti-Layer Perceptions (MLPs) are the most popular models of ANNs. Hamzacebi 
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(2008) developed SANN model for forecasting seasonal time series. This model 
has been proved to be quite successful when applied in forecasting seasonal time 
series [4]. The model does not require data pre-processing and it learns the data 
patterns adaptively without removing them as opposed to other traditional ap-
proaches discussed earlier. 

This study uses ANN-Time Varying GARCH (1, 1) model for processes with 
fixed and random periodicity proposed by [5] in modelling daily average tem-
perature of Kenya from 1991 to 2016. The performance of ANN-Time Varying 
GARCH (1, 1) model is compared with that of four other models using MSE and 
R2. The models include; Periodic-ARMA, Periodic-ARCH, Periodic-GARCH 
and Time Lagged Feedforward Neural Network models. 

2. Methodology 
2.1. ARMA Model 

The process ( ) , 0, 1, 2,X t t = ± ±   is said to be an ARMA (p, q) process if 
( )X t  is stationary and for each t, 

( ) ( ) ( ) ( ) ( ) ( )1 11 1p qX t X t X t p Z t Z t Z t qφ φ θ θ− − − − − = + − + + −    (1) 

where ( ) ( )2~ 0,Z t WN σ . 
Conveniently, ARMA (p, q) can also be written using the lag operator B as 

follows 

( ) ( ) ( ) ( )B X t B Z tφ θ=                      (2) 

where ( ).φ  and ( ).θ  are the pth and qth degree polynomials. 
A unique stationary solution of ( )ARMA ,p q  model exists if 

( ) 11 0p
pc c cφ φ φ= − − − ≠                    (3) 

for all 1c = . 
An ARMA (p, q) model is invertible if 

( ) 11 0p
pc c cφ φ φ= + + + ≠                    (4) 

for all 1c ≤ . 

2.2. Periodic Autoregressive Moving Average Model 

The periodic autoregressive moving average process ( )X t  of order p and q 
denoted as PARMA (p, q) with period s has representation 

( ) ( ) ( )
1 0

p q

il il
i i

X t X t i Z t iφ θ
= =

− − = −∑ ∑                 (5) 

where ( ) ( )2~ 0,Z t WN σ  and the parameter ilφ  and ilθ  for 1,2,3, ,l s=   
are the autoregressive and moving average parameters respectively. 

2.3. ARCH Model 

A stochastic model tX  is said to be an ARCH (p) if 

,t t tX Zσ=                           (6) 
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where 

2

1

p

t i t i
i

Xσ ω φ −
=

= +∑                        (7) 

is the conditional standard deviation of tX  given the past values of this process 
and tZ  is a Gaussian white noise with unit variance. 

The properties of ARCH (p) model include: 
1) ( ) 1| 0tE X t − =   . 
2) ( ) 2

1| t tVar X t σ− =   . 
ARCH models are used to describe a changing, possibly volatile variance. The 

estimation of ARCH (p) parameters is done using maximum likelihood estima-
tion method. The generalization of ARCH (p) model by extension with autore-
gressive terms of the volatility gives rise to the GARCH model. 

2.4. GARCH Model 

A stochastic model tX  is said to be an GARCH (p, q) if 
,t t tX Zσ=                           (8) 

where 

2 2

1 1

p q

t i t i i t i
i i

Xσ ω φ θ σ− −
= =

= + +∑ ∑                   (9) 

is the conditional standard deviation of tX  given the past values of this process 
and tZ  is a Gaussian white noise with unit variance. The properties of GARCH 
(p, q) model include: 

1) ( ) 1| 0tE X t − =   . 
2) ( ) 2

1| t tVar X t σ− =   . 
Because past values of the tσ  process are fed back into the present value, the 

conditional standard deviation can exhibit more persistent periods of high or 
low volatility than seen in an ARCH process. 

2.5. Periodic GARCH (p, q) Model 

The periodic-GARCH process ( )X t  of order p and q denoted as P-GARCH (p, 
q) with period s has representation 

,t t tX Zσ=                          (10) 

where 

2 2

1 1

p q

t l il t i jl t j
i j

Xσ ω φ θ σ− −
= =

= + +∑ ∑                 (11) 

is the conditional standard deviation of tX  given the past values of this process 
and tZ  is a Gaussian white noise with unit variance. The parameters lω , ilφ  
and jlθ  for 1,2, ,l s=   vary with period s. 

2.6. Time Lagged Neural Networks (TLNN) 

TLNN is one of the artificial neural networks models applied in time series 
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modelling and forecasting. The model takes the lagged values upto to lag s as 
the input values where s is the period of the time series. The forecasted value 
therefore only depends on the past s values. In order to avoid the need of add-
ing a bias term, a constant input term which may be taken to be 1 is connected 
to every neuron in hidden and output layer [4]. For a TLNN with one hidden 
layer, the general prediction equation for computing a forecast may be written 
as [6]: 

0 0 0t c j j cj ij t i t
j i

X W W W W X Z−

  = Φ + Φ + +  
  

∑ ∑           (12) 

where, t iX −  are input terms, cjW  are the weights for the connections between 
the constant input and hidden neurons and 0cW  is the weight of the direct 
connection between the constant input and the output. Also ijW  and 0jW  de-
note the weights for other connections between the input and hidden neurons 
and between the hidden and output neurons respectively. jΦ  and 0Φ  are the 
hidden and output layer activation functions respectively. 

2.7. ANN-Time Varying GARCH Model 

Define the process with fixed periodicity s and random periodicity τ  as ( )Y t  
to be an ANN-Time Varying GARCH process, if for each t, 

,t t tY Rµ= +                          (13) 

where 

0
1 1

,
m d

t j j ij t is
j i

f V V Yµ α α −
= =

 = + + 
 

∑ ∑                 (14) 

,t t tR Zσ=                           (15) 

such that 

( ) ( ) ( )2 2

1 1

p q

t i t i i t i
i i

w t t R tσ φ θ σ− −
= =

= + +∑ ∑               (16) 

and tZ  is an i.i.d white noise. Therefore, the model is an ANN model with 
Time Varying GARCH disturbances. Where, 

1) jα  ( 1,2, ,j m=  ) and ijV  ( 1,2, ,j m=   and 1,2, ,i d=  ) are the hid-
den and input connection weights respectively. 

2) 0α  and jV  ( 1,2, ,j m=  ) are the output and hidden layers connection 
bias respectively. 

3) d is the number of nodes in the input layer. 
4) m is the number of nodes in the hidden layer. 
5) f is the hidden layer transfer function. 
6) tR  is a random periodic process. 
7) ( ).w , ( ).φ  and ( ).θ  are non negative functions of time t. 
Hence, the ANN model of (14) in fact performs a nonlinear functional map-

ping from the past observations 2 3, , ,t s t s t sY Y Y− − −   to the future value tY  there-
fore making connection weights of the model vary with period s. 
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Equation (15) is a Time Varying GARCH (p, q) process with time varying pa-
rameters ( ) ( ), iw t tφ  and ( )i tθ . 

The estimation of parameters for the model is done through non parametric 
techniques as discussed by [5]. 

Simulation Study of ANN-Time Varying  
GARCH Model 
We carried out a simulation study to judge the performance of ANN-Time 
Varying Garch model and the estimation procedure proposed in [5]. For 
computational simplicity, we used ANN-Tv GARCH (1, 1) model in our si-
mulations. A sample of size 1000n =  was generated from the following mod-
el: 

,t t tY Rµ= +                         (17) 

where 
10 20

0 20
1 1

,t j j ij t i
j i

f V V Yµ α α −
= =

 = + + 
 

∑ ∑                (18) 

,t t tR Zσ=                          (19) 

such that 

2 2
1 1t t t

t t tw R
n n n

σ φ θ σ− −
     = + +     
     

              (20) 

and tZ  is an i.i.d white noise, 1,2, ,1000t =  , ( ) ( )22 1 0.1w u u u= − + ,  
( ) ( )0.2cos 2 0.25u uφ = +π , ( ) ( ) 32 1 0.2u u u uθ = − +  and 0 1u< ≤ . The num-

ber of input nodes in the input layer was fixed at 20 while the number of neu-
rons in the hidden layer is fixed at 10. The hyperbolic tangent activation func-
tion f was adopted and applied. The Quasi Newton training method also known 
as BFGS algorithm was adopted in the training the artificial neural network. 
Gaussian kernel was used in local polynomial estimation of the parameter func-
tions. Cross validation method is used in selecting the bandwidth. A plot of the 
simulated model is shown in Figure 1 below. 
 

 
Figure 1. Simulated data from ANN time varying GARCH (1, 1) model. 

 
The parameters were estimated using the local polynomial techniques as 

proposed in [5]. Plots of the estimated parameters are as shown in Figure 2 
below. 
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Figure 2. Plots of actual (Red) and estimated (Green) parameters. 

 
From the simulation, it is evident that parameters estimation techniques as 

proposed in [5] are workable and gives consistent estimates. 

3. Data and Analysis 
3.1. Data 

The data set used in this case is the daily maximum temperature of Kenya obtained 
from Meteorological department. Plot of the data set is as shown in Figure 3 and 
its descriptive statistics is as shown in Table 1 below. 
 

 

 
Figure 3. Central Kenya monthly temperature. 

 
Table 1. Descriptive statistics of temperature data set. 

Min 22.78 

Max 27.75 

Median 25.16 

Mean 25.1186 

Standard Deviation 1.07901 

Sample: Jan 1991 to Jan 2016 
 

Testing for periodicity in the data set using the Fisher’s g test statistic gives a 
p-value of 2.091002e−56 indicating that the time series is highly periodic. After 
deseasoning the time series and repeating the Fisher’s g test it gives a p-value of 
1.911331e−11 indicating that the de-seasoned time series is still periodic. There-
fore, we conclude that the daily average temperature time series have fixed and 
random periodicity. 
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3.2. Data Analysis 

The P-ARMA, P-ARCH, P-GARCH, TLNN and ANN-TvGARCH models were 
fitted to the temperature data set and the fitted values plotted against the actual 
temperature values for comparison. Figure 4 below shows the plot of actual 
temperature values as compared to the fitted values. 
 

 
Figure 4. Plot of Actual (black) Temperature against P-ARCH (blue), P-GARCH (red), 
TLNN (Yellow) and ANN-TvGARCH (Green) fitted temperature. 
 

Mean square error (MSE) which is the average of the square of the errors was 
used to compare the performance of the models. The larger the number the 
larger the error. Error in this case means the difference between the observed 
temperature values and the fitted temperature values from every model. 

( )2

1

1 ˆMSE
n

i i
i

Y Y
n =

 = − 
 

∑                     (21) 

The coefficient of determination R2 is a measure that provides information 
about the goodness of fit of a model. In the context of time series it is a statistical 
measure of how well the fitted model approximates the actual data. Generally, a 
higher R2 indicates a better fit for the model. 

( )
( )

12

1

2

2

ˆ
1

n
i i i

n
i ii

Y Y
R

Y Y
=

=

 − = −  − 
 

∑
∑

                    (22) 

It is evident that ANN-Time Varying GARCH model outperforms all the oth-
er models in terms of lowest MSE and highest R2. Table 2 below shows the value 
of MSE and R2 as calculated from all the models. 

 
Table 2. Comparison of models MSE and R2. 

Model MSE R2 

P-ARMA 0.10132 0.72141 

P-ARCH (1) 0.0865 0.8112 

P-GARCH (1, 1) 0.0812 0.85132 

TLNN 0.05961 0.89213 

ANN-TvGARCH (1, 1) 0.04816 0.96206 

 
The model performance results show that the ANN-TvGARCH (1, 1) model 

out performs the P-ARMA, P-ARCH (1), P-GARCH (1) and TLNN models in 
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modelling daily average temperature since it has the smallest MSE and the larg-
est R2. 

4. Conclusion 

This study simulates ANN-TvGARCH (1, 1) model and models daily average 
temperature of Kenya using ANN-TvGARCH (1, 1), P-ARMA, P-ARCH (1), 
P-GARCH (1, 1) and TLNN models. The ANN-TvGARCH (1, 1) simulations 
prove that its parameters estimation techniques proposed by [5] are workable. The 
performance of models in modelling daily average temperature in Kenya is deter-
mined using MSE and R2 measures. Results obtained indicate that ANN-TvGARCH 
(1, 1) models give the best estimates. The ANN-TvGARCH model therefore 
proves to be a superior model in modelling processes with fixed and random pe-
riodicity like weather derivatives. Finally, further work can be done on the con-
struction of confidence intervals for the ANN-TvGARCH (p,q) parameters es-
timators as well as integrating new methods in artificial neural networks. 
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