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Abstract 
Several authors have used different classical statistical models to fit the Nige-
rian Bonny Light crude oil price but the application of machine learning 
models and Fuzzy Time Series model on the crude oil price has been grossly 
understudied. Therefore, in this study, a classical statistical model—Autore- 
gressive Integrated Moving Average (ARIMA), two machine learning mod-
els—Artificial Neural Network (ANN) and Random Forest (RF) and Fuzzy 
Time Series (FTS) Model were compared in modeling the Nigerian Bonny 
Light crude oil price data for the periods from January, 2006 to December, 
2020. The monthly secondary data were collected from the Nigerian National 
Petroleum Corporation (NNPC) and Reuters website and divided into train 
(70%) and test (30%) sets. The train set was used in building the models and 
the models were validated using the test set. The performance measures used 
for the comparison include: The modified Diebold-Mariano test, the Root 
Mean Square Error (RMSE), the Mean Absolute Percentage Error (MAPE) 
and Nash-Sutcliffe Efficiency (NSE) values. Based on the performance meas-
ures, ANN (4, 1, 1) and RF performed better than ARIMA (1, 1, 0) model but 
FTS model using Chen’s algorithm outperformed every other model. The re-
sults recommend the use of FTS model for forecasting future values of the 
Nigerian Bonny Light Crude oil. However, a hybrid model of ARIMA-ANN 
or ARIMA-RF should be built and compared with Chen’s algorithm FTS 
model for the same data set to further verify the power of FTS model using 
Chen’s algorithm. 
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1. Introduction 

Several companies since 1907 have attempted to discover oil that has commer-
cial value, but failed [1]. It was until when British and Shell Petroleum got li-
censed and began search for oil in 1937. According to [2], crude oil was discov-
ered in Oloibiri, Niger Delta region of Nigeria by Shell-BP in 1956 while the first 
commercial well was drilled in 1958. Bonny Light crude oil is grouped as a 
light-sweet crude oil produced in Nigeria. It has an important benchmark in all 
West African crude oil-producing countries because it yields good gasoline 
which made it popular crude for U.S. refiners. Some other quality crude oil such 
as Odudu, Esquavos, Forcados, and Bonnie are also extracted in Nigeria. Prior to 
the discovery of crude oil in Nigeria, Nigeria strongly relied on agricultural ex-
ports such as palm produce, cocoa, cotton, timber, groundnut and rubber to 
improve the economy of the country [3] [4]. The agricultural sector contributed 
about 95% of the foreign exchange earnings in Nigeria. This made it possible to 
generate over 60% of Nigeria’s employment capacity and gross domestic earn-
ings of approximately 56% [5]. Crude oil has been the engine of Nigeria econo-
my for decades and has also played a key role in its development and success. 
Currently, Nigeria tops oil-producing countries in Africa, and the country de-
pends heavily on the oil sector. In the year 2000, crude oil exports accounted for 
about 83% of the Federal Government’s revenue and about 98% of export earn-
ings [4]. It also generated more than 14% of Nigeria’s Gross Domestic Product 
(GDP), provided about 65% of government budgetary revenues and 95% of for-
eign exchange earnings. Nigeria’s proven oil reserves were estimated to be be-
tween 16 to 22 billion barrels in the year 1997 by the United States Energy In-
formation Administration (EIA) [6]. In 2010, about 10% of United States (U.S.) 
overall oil imports were provided by Nigeria; and among all the countries ex-
porting oil to the U.S, Nigeria was ranked as the fifth-largest source. But in July, 
2014 due to the alternative use of shale production in America, the supply de-
clined. Currently, the largest consumer of Nigerian Oil is India [7]. Oil has been 
and will maintain this leading role as the world’s major commercial energy 
source [8]. Given Nigeria’s economic development dependency on crude oil and 
the recent plummet in oil price around the world, there is a need to critically 
model the oil prices which will aid to forecast what crude oil price will be in the 
future. This will help to equip the country on how to adapt to the inevitable 
downtrend in the crude oil price due to the emergence of hydraulic fracking 
evolution. This hydraulic fracking is an environmentally friendly drilling tech-
nique that makes it possible to extract natural gas from shale. 

Nigeria has become the eleventh largest country that produces oil in the world 
[9], and since the Bonny Light oil is preferred over other sour crudes, it has posi-
tively affected the Nigerian economy, having India as the largest buyer of this oil. 
Light oils generate high profit and are also in high demand for refiners. Price di-
rection, fluctuation and volatility have always been an important aspect for in-
vestors in oil sector [10]. Covid-19 pandemic which brought down economic 
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prosperity in Nigeria and the world at large also affected the price of crude oil 
[11]. The price of crude oil experienced a sharp fall during the pandemic as most 
countries were struggling on how to contain the devastating effect of the pan-
demic within their borders. Air travel was cancelled for international and do-
mestic flights, while sea and land travels were also restricted. This halted the 
economic production within countries. The Covid-19 pandemic contracted the 
country’s economy by 6.1% in the second quarter of the year 2020. The decline 
of 6.1% is Nigeria’s lowest in the last 10 years [11]. Deniz [12] noted that coun-
tries have different effects on renewable energy consumption due to the volatility 
in oil price, using panel data analysis for countries involved in importation and 
exportation oil. The relationship between energy consumption and oil price 
shocks has been a discussion in different kinds of literature. Since oil price 
changes and it is exposed to both external and internal shocks: the wealth of 
countries and their energy consumption level is predicted by the oil price shock, 
most especially developing countries that are dependent on oil such as Nigeria. 
Odusami [13] posited that the variation in the oil prices predicts the consump-
tion level (energy and wealth inclusive). Nigeria as an oil-exporting country has 
been negatively affected by oil price change because it also imports refined 
products, e.g. automobile gas oil, premium motor spirit, and kerosene, etc. [14]. 

There is a significant decrease in the price of crude oil and because Nigeria is a 
mono-product country that relies heavily on the oil sector, it has a negative im-
pact on the Nigerian economy. For her economy, this assertion is unchallengea-
ble and many researchers such as [15] [16] have used a variety of traditional sta-
tistical models to fit the Nigerian Bonny Light crude oil price but the application 
of machine learning models and FTS on the crude oil price has been grossly un-
derstudied. This gap in the knowledge of the ability of machine learning models 
to model the crude oil price necessitated this study. We, therefore, attempt to 
check three different models: a traditional statistical model (ARIMA), a dynamic 
process with linguistic values as its observations (Fuzzy Time Series, FTS) and 
two machine learning models (Artificial Neural Network, ANN and Random 
Forest, RF) in modeling the Nigerian Bonny Light crude oil price. The crude oil 
price will be estimated using the high-performance model. 

Some researchers have studied the Nigerian Bonny Light crude oil price and 
the relevant literatures are as follow: Suleiman et al. [15] reported that the best 
ARIMA and GARCH models for forecasting crude oil price in Nigeria are of or-
der (3, 1, 1) and (2, 1) respectively. Wiri et al. [16] estimated 18 models and se-
lected the best ARIMA model using the AIC. The ARIMA of order (1, 1, 1) was 
chosen as the best performing model because it had the least AIC (4.578) value. 
Omekara et al. [17] proposed a multiplicative SARIMA (1, 1, 1) (0, 1, 1)12.Aliyu 
[18] also studied the demand function of gasoline, kerosene, diesel, fuel oil and 
liquefied petroleum gas using the structural time series models (STMSMs) and 
reported that there are both price and income inelasticity in the demand for pe-
troleum products in Nigeria. Ajayi et al. [19] applied NARDL approach, VAR 
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model and Bai-Perron Structural Breaks Test, to model the impact on consump-
tion of energy caused by the shocks in the oil price in Nigeria. This study indi-
cated that despite the changes in the oil price, the energy consumption asso-
ciated with oil is still the same or considerable due to low investment in other 
sources of energies. Usoro et al. [20] fitted crude oil series variance with ARCH 
(2), ARCH (3) and GARCH (3, 3) models and also fitted to the ARIMA (0, 1, 1) 
variance of the error. This study suggested that GARCH and ARCH captured the 
fluctuation in the series while bilinear non-linear component of the model pa-
rameter did not show evidence of volatility clustering. Therefore, when fitting 
volatile series, GARCH and ARCH models are preferred instead of bilinear 
model. Ojugo and Yoro [21] modeled oil market price using ARIMA model and 
forecasted its direction by analyzing while seeking the optimal solution. They 
found out that demand-supply curve rises despite the plummet in the trend and 
policies as of the time of the study. In Canada and the United States, Valadkhani 
[22] discovered that there has been a considerable upward marginal impact shift 
on consumer energy costs since 1999 using a Markov-regime switching model 
and Bai-Pearson Sequential technique. As a result, a percentage increase in oil 
prices raises the price of used energy. 

2. Methodology 

The data on Nigerian Bonny Light crude oil price used for this research purpose 
is secondary and was extracted from the Nigerian National Petroleum Corpora-
tion (NNPC) and Reuters. The monthly data ranges from January, 2006 to De-
cember, 2020. The data will be divided into two sets namely: the training set 
(in-sample-period) and the test set (out-of-sample period). Seventy percentage 
of the total points of the data constitutes the training set (in-sample period) 
while the remaining thirty percent is used as the test set. The training set will be 
used to estimate the parameters of the models while the test set to validate the 
model in order to know the performance of the model on new dataset. The roll-
ing window estimation approach will be used in this study. The historical fixed 
set of data (the training set) will be used to predict future number continuously 
over a period of time (the test set). 

In this work, four different models will be compared on the described data. 
The best model will be selected using some simple criteria to include: the mod-
ified Diebold-Mariano test, Root Mean Square Error, Mean Absolute Percentage 
Error and Nash-Sutcliffe. The explanatory variables for the machine learning 
models are time, lag 1 values of crude oil price, crude oil production and crude 
oil exportation. 

2.1. Autoregressive Integrated Moving Average 

Box and Jenkins [23] first developed the Autoregressive Integrated Moving Av-
erage (ARIMA) model. As the name implies, Autoregressive (AR) and the Mov-
ing Average (MA) models were combined on stationary data. The order of the 
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ARIMA model is usually denoted as ARIMA (p, d, q) where “d” represents the 
frequency of differencing done to make the data stationary, “p” is the number of 
spikes that crosses the significant line of the Partial Autocorrelation Function 
(PACF) plot and “q” is the number of spikes that crosses the significant line of 
the Autocorrelation Function (ACF) plot. The process of identifying the model 
order was explained in [24]. The Augmented Dickey Fuller test with a trend and 
an intercept is used to test for stationarity. 

Given a time series data tx , the ARIMA (p, d, q) model is given as: 

( )( ) ( )1 d
t tB B X B Zφ θ− =                     (1) 

where 
( )Bφ  is the characteristic polynomial of order “p” for the autoregressive 

component of the model; 
( )Bθ  is the characteristic polynomial of order “q” for the moving average 

component of the model; 
( )1 dB−  is the differencing of order “d” of the data; 

tX  is the observed value at time t; 

tZ  is the random error associated with observation at time t. 
The model obtained by inspecting the ACF and PACF plots is compared to 

models with parameters close to it in order to identify a better model using the 
Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). 
The model identified to have the least values of both AIC and BIC is suggested 
and subjected to residual checks using the ACF plot, time series plot and nor-
mality histogram plot of the residuals to test if the residuals are white noise. 
White noise is very crucial in time series forecasting and if the residuals are not 
white noise, then the model should be improved before it can be used for predic-
tion purposes. The concept of identifying a white noise residual is explained in 
section 3.1 of this study. 

2.2. Artificial Neural Network 

The ANN model as invented by Frank Rosenblatt in [25] is a machine learning 
method used in modelling complex nonlinear relationships between the re-
sponse and explanatory variables. ANN has been used and explained by [26].  

The mathematical representation of the ANN model is given as: 

( ) 0
1 1

,
H J

i h h h jh ij
h j

y x w w w xα α
= =

  
= Φ + Φ +     

∑ ∑�             (2) 

where 
( ),iy x w�  is the estimated response variable; 

jhw  is the weight from the input to hidden nodes; 

hw  is the weight from the hidden to output node; 

ijx  is the input node; 
α  and hα  are bias that can be interpreted as the intercept in a linear regres-

sion; 
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0Φ  and hΦ  are activation functions. 
The transmission from input layer to the hidden layer is done using the logis-

tic activation function while the linear activation function is used for the trans-
mission from the hidden layer to the output layer. The connection between the 
nodes is assigned weights. The quadratic error function given in Equation (3) is 
used in this study to determine the weights. 

( )( )2

1 1
ˆ ,

K n

Q i ik
k i

E y x w y
= =

= −∑∑                    (3) 

where  
( ),k iy x w�  is the estimated response variable; 

iky  is the response variable. 
The importance of each input node is estimated using the Olden method [27]. 
The explanatory variables usually constitute the input node and were norma-

lized using the min-max normalization method to help the neural network to 
converge quickly [24] [28]. 

2.3. Random Forest 

Random forest is an easy-to-use machine learning method. It is an ensemble of 
decision trees for regression and classification. The output is the mode of the 
classes (for classification) or mean prediction (for regression) of the individual 
trees [29]. 

Random forest searches for the best feature among a random subset of fea-
tures when splitting a node. This results in obtaining a better model. When split-
ting a node, only a random subset of the features is taken into consideration by 
the algorithm. The steps used to grow each tree are given in [30]. If two trees are 
correlated, it will increase the forest error rate. Figure 1 is a plot of a random 
forest. 

 

 
Source: Analyticsvidhya.com. 

Figure 1. A random forest plot. 
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2.4. Fuzzy Time Series (Ruey Chen Tsaur’s Algorithm) 

Usually, Time series and regression models are used in forecasting and predic-
tion using statistical methods but these models have many drawbacks in prac-
tice. The drawbacks arise because of some required number of assumptions that 
are unsatisfactory in regression models and poor performance when there are 
abnormal changes or series is non-stationary when using time series models. In 
order to overcome these drawbacks, various models have been recommended 
such as the random forest [30], artificial neural network [31], support vector re-
gression [32], multivariate adaptive regression spline [33], adaptive spline thre-
shold autoregressive model [34], etc. 

All these models, both the traditional and the recommended models were de-
veloped primarily for solving forecasting problems. In the same approach to-
wards solving these forecasting problems but now in which the historical data 
are presented as linguistic values, the fuzzy time series (FTS) model was pro-
posed by [32] and tested with Enrollment data from the University of Alabama 
(EnrollmentUA). The model consists of two major processes: 1) fuzzification 
and 2) the establishment of fuzzy relationships and forecasting. Lengths of in-
tervals will result in various forecasting results during fuzzification process 
Therefore; effective lengths of intervals should be used [35]. The forecasting re-
sults that were based on the effective lengths of intervals were found to outper-
form those based on arbitrary ones. So many authors have study and even ex-
tended the FTS model (Chen [36]; Huarng [37]; Huarng and Yu [38]; Singh [39]; 
Teoh et al. [40]; Liu et al. [41]; Yu and Huarng [42]; Khashei et al. [43]; Bas et al. 
[44] and Egrioglu et al. [45]). 

Chen [36] algorithm is simple, does not require complex matrix operations in 
the establishment step of fuzzy relationships and the algorithm produced better 
results with the same enrollment data [46]. This advantage encouraged the usage 
of Chen’s algorithm for this research. The algorithm of Chen’s method is sum-
marized in Table 1. 

The Chen’s algorithm and other models in this work were implemented using 
R programming software version 4.05. 

 
Table 1. Chen’s algorithm. 

STEPS ACTION 

1 Define U i.e. universal set for FTS 

2 Create algorithm to get linguistic interval 

3 Define fuzzification vector using the mean of the subintervals 

4 Create a Fuzzy Relationship 

5 Create a Transition Matrix 

6 
Get the forecasted fuzzy output by adding the real forecast  
and the forecast correction (variance) 

7 Defuzzify to get forecasting crisp values 
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2.5. Performance Measures 

A simple performance measure to include: RMSE, MAPE and NSE were calcu-
lated. The model with the least RMSE and MAPE values and the highest NSE 
value are chosen as the best model. The modified Diebold-Mariano test was also 
implemented to test the hypothesis that model 2 is a better model than model 1 
at 5% level of significance. 

3. Result 

This section contains the results of the four models. The highest and least 
US$/barrel within the study period were in June, 2008 (138.74 US$/barrel) and 
April, 2020 (14.28 US$/barrel) respectively. There had been a continuous in-
crease and decrease in the Nigerian Bonny Light crude oil price with an average 
price of 77.02 US$/barrel for the 180 months study period. 

3.1. The ARIMA Model 

The time series plot of the Bonny light crude oil price for the periods (Jan. 2006 
to Dec. 2020) is displayed in Figure 2. As illustrated in [47], the parameters (p, 
d, q) of the ARIMA model were estimated using the train set (Crude oil price 
between Jan. 2006 and Jun. 2016). The Augmented Dickey-Fuller test of lag 4 
shown in Table 2 suggests that the train set is not stationary (p-value (0.6387) > 
0.05) and this is also evident in the time series plot of Figure 3. The stationary 
data was obtained after the first differencing as shown in the time series plot in 
Figure 4 and the Augmented Dickey-Fuller test of lag order 4 is now significant 
(p-value (0.000) < 0.05). The first order of differencing suggests a “1” value for 
the “d” parameter of the ARIMA model. The lags die out quickly in the ACF plot  

 

 
Figure 2. Time series plot of Bonny light crude oil price in Nigeria from Jan. 2006-Dec. 
2020. 
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Table 2. Augmented Dickey-Fuller test. 

data: arima_data1 

Dickey-Fuller = −1.8505, Lag order = 4, p-value = 0.6387 

alternative hypothesis: stationary 

 

 
Figure 3. Time series plot of Bonny light crude oil price in Nigeria from Jun. 2006-Jun. 
2016. 

 

 
Figure 4. Time series plot of first differenced series. 

 
in Figure 5 while there is a sharp cutoff after the first lag in the PACF plot in 
Figure 6. This suggests an order “1” and “0” for the “p” and “q” parameters re-
spectively. To choose the optimal ARIMA model, the suggested ARIMA model 
of order (1, 1, 0) was compared to models with parameters similar to it, as indi-
cated in [47], using the AIC and BIC. As shown in Table 3, the ARIMA (1, 1, 0) 
model was chosen as the best order of ARIMA model since it had the lowest AIC 
and BIC values. The parameter of the model is therefore displayed in Table 4. 
Because there was no trend, no spikes cut through the significant line of the ACF 
plot, and the residuals are normally distributed, the ARIMA (1, 1, 0) errors are 
white noise, as seen in the time series plot of the residual in Figure 7. The resi-
duals are then white noise, and the model can now be used for prediction. 
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Table 3. The different ARIMA models. 

Model AIC BIC 

ARIMA (1, 1, 0) 

ARIMA (2, 1, 2) 

ARIMA (1, 1, 2) 

ARIMA (2, 1, 1) 

824.65 

824.67 

825.55 

826.02 

830.31 

840.81 

838.87 

839.34 

 
Table 4. The estimates of the coefficient of ARIMA (1, 1, 0). 

ar1 0.4020 

 

 
Figure 5. The ACF plot of the crude oil price. 

 

 
Figure 6. The PACF plot of the crude oil price. 

3.2. The Artificial Neural Network Model 

Here, the best model is selected by trying different node sizes in the hidden layer 
of the ANN and the resulting model with the best trade off values for RMSE, 
MAPE and NSE is selected. Therefore, different node sizes ranging from 1 to 8 
were used in the hidden layer of the ANN model. Then the model with node size 
of one in the hidden layer is chosen for the ANN model considering the com-
parison values in Table 5. The ANN plot with one hidden node, four input 
nodes and one output node is therefore shown in Figure 8. Thus, the ANN is of 
order ANN (4, 1, 1). The weights of the neural network were estimated by mi-
nimizing the quadratic loss function. Figure 9 shows that Lag 1 values of the 
crude oil price has more importance in estimating the current crude oil price in 
Nigeria, followed by quantity produced, time and quantity exported. 

3.3. The Random Forest Model 

Here, the best model is selected by trying different number of explanatory  
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Figure 7. The plot of the residuals of ARIMA (1, 1, 0) model. 

 
Table 5. Checking ANN node sizes in the hidden layer. 

Hidden node 
Training set Test set 

RMSE MAPE NSE RMSE MAPE NSE 

01 6.8835 0.0680 0.9335 6.6812 0.1140 0.7676 

02 6.9855 0.0691 0.9315 7.2959 0.1293 0.7229 

03 6.9698 0.0691 0.9318 7.0621 0.1231 0.7404 

04 6.8788 0.0673 0.9336 8.1641 0.1443 0.6530 

05 6.9670 0.0693 0.9319 7.3697 0.1302 0.7173 

06 6.8966 0.0673 0.9332 7.8734 0.1348 0.6773 

07 6.6736 0.0658 0.9375 7.9833 0.1357 0.6683 

08 6.8980 0.0682 0.9332 12.2777 0.2137 0.2153 

 
variables and as in ANN, the model with the best trade-off in the RMSE, MAPE 
and NSE is selected. The performance measures of the different choices of the 
explanatory variables selected are given in Table 6. It is evident that using the 
four explanatory variables (lag 1, production, time and export) at each node for 
splitting the node had the best tradeoff in the RMSE, MAPE and NSE values in 
both the training and test sets. Again, the RF model shows that the first lag vari-
able of the crude oil price had more importance in estimating the Nigerian 
Bonny Light crude oil price. The mean square error (%IncMSE) and the node 
impurity (%IncNodePurity) increases the most when the “Lag1” variable is ran-
domly permuted, followed by the “Time” variable as shown in Figure 10. 
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Figure 8. The Neural Network of the ANN (4, 1, 1) model. 

 

 
Figure 9. Variable importance of the ANN (4, 1, 1) model. 

 
Table 6. Checking the RF models with different variable numbers. 

No. of  
Variables 

Training set Test set 

RMSE MAPE NSE RMSE MAPE NSE 

1 4.4741 0.0460 0.9719 12.3694 0.1996 0.2036 

2 3.5439 0.0347 0.9823 12.3736 0.1906 0.2030 

3 3.5584 0.0348 0.9822 10.5109 0.1645 0.4249 

4 3.6408 0.0355 0.9814 7.1444 0.1236 0.7343 
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Figure 10. Variable importance of the RF model. 

3.4. Fuzzy Time Series (Ruey Chen Tsaur’s algorithm) 

With the steps in Table 1, the following results for the test set are obtained: 
1) The universal set [ ]1 2,U D D D D′ ′′= − +  where D′  and D′′  are mini-

mum and maximum value of time series data with 1D  and 2D  are fixed 
numbers with positive value. For this paper, we have chosen 1 8D =  and 

2 10D =  for the modeling of the test set. Given that the minimum and maxi-
mum values of the test set are 14.28 and 79.59 respectively, then 

[ ]6.28,89.59U =  

2) The method [48] was used to get the number of subintervals for the linguis-
tic interval and the size of the subinterval was determined by dividing the range 
by the number of subintervals. 

3) The subintervals are hereby defined as: 
[ ]1 6.28,18.18u = ; [ ]2 18.18,30.08u = ; [ ]3 30.08,41.98u = ;  

[ ]4 41.98,53.88u = ; [ ]5 53.88,65.79u = ; [ ]6 65.79,77.68u = ;  

[ ]7 77.68,89.59u = . 

4) The fuzzification vector is given thus: 

4 4 4 4 4 5 4 4 4 4 4 4 4 5 5 5 5 6 6 6 6 6 6 6 6 7 7 6
fuzzify

5 5 5 6 6 6 6 6 5 5 5 5 6 6 5 3 1 2 3 3 4 4 3 3 4 4
 

=  
   

where the nth value of the fuzzification vector represents the nth fuzzified subin-
terval (linguistic values). 

5) The fuzzy relationship created based on the fuzzification vector is given in 
Table 7. 

6) The transition matrix obtained from the fuzzy relationship table in Table 7 
is given by: 

0.00 1.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 1.00 0.00 0.00 0.00 0.00
0.20 0.00 0.40 0.40 0.00 0.00 0.00

Transition Matrix 0.00 0.00 0.07 0.80 0.13 0.00 0.00
0.00 0.00 0.08 0.08 0.62 0.23 0.00
0.00 0.00 0.00 0.00 0.19 0.75 0.06
0.00 0.00 0.00 0.0

=

0 0.00 0.50 0.50
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Table 7. Fuzzy relationship for the valid set. 

Month/Year 
Oil price 

(US$/ 
barrel) 

Current  
state 

Next  
state 

Month/Year 
Oil price 

(US$/ 
barrel) 

Current  
state 

Next  
state 

Jul.-16 46.15 4 4 Oct.-18 66.59 6 5 

Aug.-16 47.43 4 4 Nov.-18 62 5 5 

Sep.-16 50.94 4 4 Dec.-18 60.39 5 5 

Oct.-16 45.25 4 4 Jan.-19 64.89 5 6 

Nov.-16 53.48 4 5 Feb.-19 67.67 6 6 

Dec.-16 55.01 5 4 Mar.-19 73.08 6 6 

Jan.-17 46.39 4 4 Apr.-19 73.65 6 6 

Feb.-17 52.13 4 4 May.-19 66.74 6 6 

Mar.-17 52.94 4 4 Jun.-19 66.24 6 5 

Apr.-17 50.57 4 4 Jul.-19 61.05 5 5 

May.-17 47.42 4 4 Aug.-19 65.27 5 5 

Jun.-17 49.01 4 4 Sep.-19 59.1 5 5 

Jul.-17 51.64 4 5 Oct.-19 63.56 5 6 

Aug.-17 56.79 5 5 Nov.-19 68.56 6 6 

Sep.-17 58.46 5 5 Dec.-19 66.68 6 5 

Oct.-17 63.56 5 5 Jan.-20 58.45 5 3 

Nov.-17 65.11 5 6 Feb.-20 32.29 3 1 

Dec.-17 69.68 6 6 Mar.-20 14.28 1 2 

Jan.-18 66.67 6 6 Apr.-20 27.9 2 3 

Feb.-18 74.72 6 6 May.-20 40.3 3 3 

Mar.-18 72.37 6 6 Jun.-20 40.3 3 4 

Apr.-18 77.64 6 6 Jul.-20 44.1 4 4 

May.-18 75.38 6 6 Aug.-20 45.06 4 3 

Jun.-18 74.72 6 6 Sep.-20 40.85 3 3 

Jul.-18 73.35 6 7 Oct.-20 39.74 3 4 

Aug.-18 79.59 7 7 Nov.-20 42.7 4 4 

Sep.-18 79.18 7 6 Dec.-20 50.33 4 4 

 
It is important to note that the transition matrix is calculated as State matrix 

divided by sum of row values. The state matrix is given by: 

0 1 0 0 0 0 0
0 0 1 0 0 0 0
1 0 2 2 0 0 0

State matrix 0 0 1 12 2 0 0
0 0 1 1 8 3 0
0 0 0 0 3 12 1
0 0 0 0 0.00 1 1

 
 
 
 
 

=  
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For instance, the value at row 4 column 4 of the transition matrix is obtained 

as: 
12 12 0.80

0 0 1 12 2 0 0 15
= =

+ + + + + +
, the same method is applied to get the 

remaining values of the transition matrix. 
6) The forecast fuzzy output is the same as the defuzzified crisp values which 

is the fuzzy predicted values of the Bonny Light Crude oil price. 

3.5. Comparison of the ARIMA, ANN,  
RF and Fuzzy Time Series Models 

The ARIMA (1, 1, 0), ANN (4, 1, 1), RF and FTS models were compared in both 
the training and the test sets using the RMSE, MAPE and NSE performance 
measures to get a high-performance model. As an additional comparison meas-
ure, the modified Diebold-Mariano test was also used to test the hypothesis that 
model 2 is the same as model 1. When comparing (ARIMA-ANN), the ARIMA 
is model 1, while the ANN is model 2. The alternative hypothesis is that the 
ANN is a better model than the ARIMA model. This implies that a significant 
p-value shows that model 2 is better than model 1. This test revealed that ANN, 
RF and TFS are better than ARIMA in the test sets, FTS is better than RF and 
ANN while ANN and RF performed likely in the test set. This is also verified by 
examining the RMSE, MAPE and NSE values for these models. This result is in 
agreement with the works of [49] in China and [50] using New York Stock ex-
change data. 

4. Discussion 

The ARIMA model that had been used in most articles [15] [16] in modeling the  
 

Table 8. Comparison of the ARIMA (1, 1, 0), ANN (4, 1, 1), RF and FTS models. 

 
Training set Test set 

Model RMSE MAPE NSE RMSE MAPE NSE 

ARIMA (1, 1, 0) 6.4172 0.0658 0.9421 19.8854 0.2931 −1.0583 

ANN (4, 1, 1) 6.8834 0.0680 0.9334 6.6812 0.1140 0.7676 

RF 3.6408 0.0355 0.9814 7.1443 0.1235 0.7343 

FTS 4.8150 0.0476 0.9675 4.3210 0.0744 0.9034 

 
Training set Test set 

 
Modified 

Diebold-Mariano 
p-value 

Modified 
Diebold-Mariano 

p-value 

ARIMA-ANN −1.1705 0.878 6.390* 2.156e−08 

ARIMA-RF 5.269* 2.907e−07 6.585* 1.049e−08 

ARIMA-FTS 3.1858* 0.0009115 7.2609* 8.574e−10 

RF-FTS −3.8909 0.9999 3.0987* 0.001554 

ANN-FTS 3.7739* 0.0001235 3.1501* 0.001341 

ANN-RF 4.9635* 1.108e−06 −0.79746 0.7856 

Footnote: *sig. at 5% and model 2 performs better than the first model. 
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Nigerian Bonny Light crude oil price performed poorly when compared to the 
two machine learning models—ANN and RF and the FTS model as shown in 
Table 8 and Figure 11. The best ARIMA order as revealed by this study differs 
from the ones identified by [15] and [18], this suggests that the Bonny Light 
crude oil characteristics are unsteady and require close monitoring via remode-
ling. The RF model with four variables selected at each node for splitting the 
node has the best trade-off of RMSE, MAPE and NSE values in both the training 
and test sets when compared to the ARIMA model but performed the same way 
as ANN (4, 1, 1) in the test set as shown in Table 8. The FTS model performed 
better than all the other models in the test sets but had the same power as RF in 
the train set alone as shown in Table 8. The previous price of crude oil has a 
major role to play in estimating the current price of crude oil as the “Lag 1” va-
riable had the highest contribution in the model. 

5. Conclusions 

In this study, we have attempted to compare the following models: ARIMA (1, 1, 
0), ANN (4, 1, 1), RF and FTS in modeling the Nigerian Bonny Light crude oil 
price. The four models were built using the train set and the ability of the model 
obtained was validated using the test set. However, for FTS, the model used for 
the test set was based on the subintervals created using the said data set. The true 
values and the predicted values obtained by using the four models for the test set 
are shown in Table 9. 

The modified Diebold-Mariano test, RMSE, MAPE and NSE were used to 
identify the best model. The FTS model fits the Bonny Light crude oil price bet-
ter ARIMA (1, 1, 0), ANN (4, 1, 1), and RF. This has also revealed the power of 
the FTS model with Chen’s algorithm as shown by [46]. The FTS model is here-
by recommended as the best model for estimating the price of the Nigerian 
Bonny Light crude oil. 

 

 
Figure 11. Plot of the True Value (TV), RF, Fuzzy, ARIMA and ANN forecast values for 
the test set. 
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Table 9. The True Value (TV), ARIMA, ANN and RF forecast values for the test set. 

Year TV ARIMA Fuzzy ANN RF Year TV ARIMA Fuzzy ANN RF 

Jul.-16 46.15 43.96 
 

44.94 45.02 Oct-18 66.59 43.09 71.74 78.34 59.65 

Aug.-16 47.43 43.44 48.73 46.19 46.67 Nov.-18 62 43.09 64.30 65.82 58.10 

Sep.-16 50.94 43.23 48.73 46.85 46.73 Dec.-18 60.39 43.09 59.84 60.78 52.50 

Oct.-16 45.25 43.15 48.73 50.32 47.99 Jan.-19 64.89 43.09 59.84 58.96 53.04 

Nov.-16 53.48 43.12 48.73 44.19 44.89 Feb.-19 67.67 43.09 65.79 63.50 55.90 

Dec.-16 55.01 43.10 54.68 53.36 48.36 Mar.-19 73.08 43.09 70.25 66.29 58.99 

Jan.-17 46.39 43.10 53.89 54.27 48.32 Apr.-19 73.65 43.09 70.25 72.08 59.28 

Feb.-17 52.13 43.09 48.73 45.51 46.65 May.-19 66.74 43.09 70.25 72.65 59.25 

Mar.-17 52.94 43.09 48.73 51.86 48.06 Jun.-19 66.24 43.09 70.25 65.08 57.87 

Apr.-17 50.57 43.09 48.73 52.19 48.26 Jul.-19 61.05 43.09 64.30 64.48 57.89 

May.-17 47.42 43.09 48.73 49.55 47.99 Aug.-19 65.27 43.09 59.84 59.12 52.58 

Jun.-17 49.01 43.09 48.73 46.14 46.48 Sep.-19 59.1 43.09 59.84 63.53 55.94 

Jul.-17 51.64 43.09 48.73 47.57 46.62 Oct.-19 63.56 43.09 59.84 57.16 52.31 

Aug.-17 56.79 43.09 54.68 50.27 47.69 Nov.-19 68.56 43.09 65.79 62.03 52.09 

Sep.-17 58.46 43.09 59.84 55.68 49.02 Dec.-19 66.68 43.09 70.25 67.15 58.99 

Oct.-17 63.56 43.09 59.84 57.33 51.66 Jan.-20 58.45 43.09 64.30 64.89 57.91 

Nov.-17 65.11 43.09 59.84 62.57 52.12 Feb.-20 32.29 43.09 47.94 56.34 51.36 

Dec.-17 69.68 43.09 65.79 64.15 55.98 Mar.-20 14.28 43.09 24.13 30.37 37.75 

Jan.-18 66.67 43.09 70.25 68.77 58.96 Apr.-20 27.9 43.09 30.08 14.38 37.60 

Feb.-18 74.72 43.09 70.25 65.60 58.17 May.-20 40.3 43.09 41.98 26.90 39.19 

Mar.-18 72.37 43.09 70.25 74.10 59.19 Jun.-20 40.3 43.09 36.03 38.82 43.40 

Apr.-18 77.64 43.09 70.25 71.57 58.77 Jul.-20 44.1 43.09 41.98 38.80 43.40 

May.-18 75.38 43.09 70.25 77.46 59.20 Aug.-20 45.06 43.09 48.73 42.63 44.32 

Jun.-18 74.72 43.09 70.25 75.10 58.36 Sep.-20 40.85 43.09 42.78 43.57 45.02 

Jul.-18 73.35 43.09 70.25 74.27 59.22 Oct.-20 39.74 43.09 36.03 39.63 43.40 

Aug.-18 79.59 43.09 76.20 72.41 59.22 Nov.-20 42.7 43.09 41.98 38.35 43.38 

Sep.-18 79.18 43.09 77.69 78.91 59.55 Dec.-20 50.33 43.09 48.73 41.41 44.20 

 
These findings recommend that a hybrid ARIMA-ANN as in (Zhang [51]; 

Alshaimaa [52]) and ARIMA-RF models be fitted on the Nigerian Bonny Light 
crude oil price data and the result be compared with the FTS model to know if 
the hybrid models will perform better the FTS model. 
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