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Abstract 
An explicitly coupled two-dimensional (2D) multiphysics finite element me-
thod (FEM) framework comprised of thermal, phase field, mechanical and 
electromagnetic (TPME) equations was developed to simulate the conversion 
of solid kerogen in oil shale to liquid oil through in-situ pyrolysis by radio 
frequency heating. Radio frequency heating as a method of in-situ pyrolysis 
represents a tenable enhanced oil recovery method, whereby an applied elec-
trical potential difference across a target oil shale formation is converted to 
thermal energy, heating the oil shale and causing it to liquify to become liquid 
oil. A number of in-situ pyrolysis methods are reviewed but the focus of this 
work is on the verification of the TPME numerical framework to model radio 
frequency heating as a potential dielectric heating process for enhanced oil 
recovery. Very few studies exist which describe production from oil shale; 
furthermore, there are none that specifically address the verification of nu-
merical models describing radio frequency heating. As a result, the Method of 
Manufactured Solutions (MMS) was used as an analytical verification method 
of the developed numerical code. Results show that the multiphysics finite 
element framework was adequately modeled enabling the simulation of ke-
rogen conversion to oil as a part of the analysis of a TPME numerical model. 
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1. Introduction 

The term, “oil shale” itself is not geologically defined by a specific chemical for-
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mula but in general refers to fine-grained sedimentary rocks that yield shale oil 
upon pyrolysis or retort [1]. Kerogen, defined as an insoluble macromolecular 
organic matter, is also recognized as the most abundant form of organic matter 
on Earth [2]. The organic kerogen represents the premature form of petroleum 
that has not been exposed to sufficiently high temperature and pressure over a 
couple of millions of years to be converted to shale oil. Given the contempora-
neous existence of kerogen in oil shale formations, it is understood that the nat-
ural hydrocarbon maturation process has yet to occur or is in the early stages of 
development. It is possible to imitate the natural maturation process through 
in-situ pyrolysis or surface retort so that oil and gas can be generated with the 
intent of production [3]. In-situ pyrolysis involves heating the oil shale directly 
in the subsurface, thus can be performed for shallow and deep formations. The 
applicability of in-situ pyrolysis across shallow and deep formations gives it a 
significant advantage [4]. A significant disadvantage of in-situ pyrolysis; howev-
er, is that its higher technical burden necessitates increased spending on ad-
vanced technologies which can only be achieved during times of increased oil 
prices [4]. Conversely, surface retort involves mining the oil shale, bringing it to 
the surface, performing surface pyrolysis followed by additional processing. Sur-
face retort, as a result, is only economically feasible when the oil shale forma-
tions are shallow, with respect to Earth’s surface [4]. The advantage of surface 
retort is that since it can be conducted by mining and heating on the surface, the 
associated processing does not require highly sophisticated technology. In both 
cases once the temperatures reach ~700˚F (~370˚C), depending on the specific 
oil shale formation, chemical decomposition occurs which leads to the conver-
sion of kerogen (solid) to oil (liquid) [4] [5]. 

Several technologies have been investigated in order to evaluate the produc-
tion potential of oil shale. Given oil price uncertainty and increased U.S. desire 
for energy independence in the last couple of decades, the need for more reliable 
yet economic oil production techniques has increased. Challenges associated 
with production from oil shale include water use, net energy usage, carbon dio-
xide emissions, and commercial scalability [6], which if adequately addressed 
may lead to oil shale contributing to future supplies of shale oil. While radio 
frequency heating has been applied to heavy oil production [7] [8] [9], few have 
evaluated its usage for in-situ pyrolysis of oil shale [10] [11] [12]. Furthermore, 
the development and publication of numerical models that honor the key physi-
cal processes associated with the kerogen to oil conversion have been minimally 
disclosed in literature. 

The goal of this study is to demonstrate the verification of an explicitly 
coupled 2D TPME code that was developed using a general-purpose finite ele-
ment framework, leveraging the TalyFEM libraries, in order to analyze kerogen 
conversion to liquid oil. Upon successfully verifying the code it is intended that 
numerical modeling studies be undertaken to address parametric uncertainty 
analysis, subsurface formation description, solid-liquid conversion rates and 
mechanical formation response due to kerogen to oil conversion using the mul-
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tiphysics TPME framework. While dimensionality and parametric description of 
TPME quantities are fundamental to the understanding of in-situ pyrolysis for a 
target formation, this work is focused on the mathematical verification of the 
underlying coupled equations. An explicit coupling scheme, analogous to the 
description provided by Dean et al. [13], was implemented where electric poten-
tial is solved with a quasi-static Maxwell equation, then the Allen-Cahn phase 
field method is used to characterize solid-liquid transition, the enthalpy equation 
is used to solve for temperature then the governing mechanical equilibrium equ-
ation is solved to describe the mean normal stress as a function of temperature. 
To the best of the authors’ knowledge, no commercial, or otherwise researched 
multiphysics TPME simulator solution, has been developed to evaluate the con-
version of electromagnetic energy to thermal energy in a subsurface rock, such 
that the conversion of solid kerogen to liquid oil can be tracked as a moving in-
terface. 

Much of the work that has been conducted in developing in-situ pyrolysis has 
been proprietary thus details describing field trials have not been readily accessi-
ble in the public domain. As a result, there has been no attempt to verify the de-
rived results with those obtained during field trials. Instead verification of the 
coupled governing equations describing TPME processes specific to radio 
frequency heating are undertaken by way of the Method of Manufactured Solu-
tions (MMS). The executed study is primarily mathematical and only substan-
tively related to the actual physical parametric description oil shale in-situ pyro-
lysis by radio frequency heating. Be that as it may, the main contribution of this 
work is the analytical verification of the developed multiphysics finite element 
method simulator, so that modeling the in-situ pyrolysis of oil shale by radio 
frequency heating can be achieved. The ability to model in-situ pyrolysis using 
radio frequency heating by a TPME approach is anticipated to enable 
environmental, economic, and technical analysis of production from oil shale 
formations; in this way, the associated advantages and disadvantages can be 
more accurately assessed. 

2. Methods of Oil Shale In-Situ Pyrolysis 

Disparate methods have been undertaken by oil and gas operators to evaluate 
the technical feasibility of commercial oil shale production. The more prominent 
processes that have been considered for commercial scale in-situ pyrolysis have 
included: Shell In-situ Conversion Process (ICP) [4] [14] [15] [16]; ExxonMobil 
Electrofrac™ [16] [17] [18] [19]; Chevron CRUSH technology [20]; and Raythe-
on-CF Technologies partnership for radio frequency heating with Critical Fluids 
Technology [20] to list a few. 

The ExxonMobil Electrofrac™ process, as outlined in Hoda et al. [18], Kelkar 
et al. [19] and Martemyanov et al. [16] highlights a typical in-situ conversion of 
oil shale by heating the oil shale formation to pyrolyze the kerogen. The result is 
the generation of liquid hydrocarbon that can be conventionally produced. This 
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process can be extended by creating hydraulic fractures in the rock formation 
and filling those fractures with conductive material, described as a mixture of 
calcined coke and cement slurry as well as graphite. Electricity is then conducted 
across the length of the fracture converting the filled fracture to a resistive heat-
ing element for in-situ pyrolysis. The main advantage of this process is that it 
produces gas of high calorific value. Rock displacement induced by Electrofrac 
heating was measured by multi-point extensometers as the kerogen conversion 
would weaken the structural integrity of the oil shale formation. This displace-
ment can be considered as a disadvantage since it can negatively impact surface 
facilities during in-situ pyrolysis operations. Additionally, this method requires 
horizontal drilling and horizontal fracturing before conducting electricity 
through the conductive material. Published work illustrates numerically mod-
eled independent electrical and thermal models [18], coupled mass transport 
and heat flow through combined porous and fractured media including equa-
tions of state [21], as well as coupled thermal-hydrological-mechanical-chemical 
(THMC) [19] numerical models. 

The Shell ICP process involves heating the oil shale formation with resistive 
heating elements surrounded by a hexagonal pattern of heating wells with the 
converted oil and gas produced through a production well in the center of the 
ring [16]. This process has been shown to add value by producing good quality 
gas and oil. In order to protect the environment during the heating process Shell 
developed a freeze wall technology to isolate groundwater from the production 
zone [22]. The freeze wall is located concentrically about the heater and produc-
tion wells thus impeding the groundwater flux into the productive zone. This 
freeze wall is formed by injecting an ammonia-water solution of −45˚C to freeze 
the proximal groundwater at shallow depths then deepening the injection to 
create a containment volume 224 ft across in the planer direction [15] [20]. The 
implementation of a freeze wall in this method represents added value by pro-
tecting proximal groundwater. The main disadvantages associated with this me-
thod include the requirement of many wells for production as well as heating, in 
addition to the need for long heating times to stimulate conversion. 

The Chevron CRUSH process involves using pressurized and heated carbon 
dioxide to raise the temperature of the oil shale; however, it depends on large 
quantities of water and leads to negative impact on the environment [20] [23]. 
The result of the outlined process is fracturing of the oil shale formation to in-
crease the contact area of kerogen in the matrix with the injected carbon dioxide. 
The carbon dioxide is then recycled and reheated so that it can be used to further 
extend fractures into the formation [24]. 

The coupled TPME computational framework developed for this investigation 
reflects the Raytheon Radio frequency with Critical Fluids Technology process 
described by Allix et al. [15] and Pan et al. [20]; which represents a dielectric 
heating method. The description of the physical system is shown in Figure 1 for 
reference highlighting a homogeneous oil shale as kerogen-rich according to a  
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Figure 1. Generalized subsurface description of the target oil shale zone of interest including the idealized 
model domain. 

 
numerical description without consideration of grade or constituent mineral 
components. Here the electromagnetic energy from the electrode is converted to 
thermal energy so that it heats the subsurface oil shale, enabling in-situ pyrolysis 
of kerogen to take place; then critical CO2 is injected to displace the oil to the 
production well. The CO2 is separated and recycled for further usage as a part of 
the process. While the injection of CO2 is not considered in this investigation, 
the focus of this work is instead the numerical modeling of radio frequency di-
electric heating in the subsurface given specific mathematical considerations. Of 
particular interest in the use of the multiphysics framework is the conversion of 
solid kerogen to liquid oil for production. The advantage of the radio frequency 
heating considered in the Raytheon process is that oil and gas can be produced 
in months compared to other methods which have a longer conversion and 
production times, order of years. One of the main disadvantages of radio 
frequency heating that has been identified is the reduction in efficiency that oc-
curs as half of the generated electromagnetic energy is lost to the formation sur-
rounding the installed electrodes in the conversion process [15]. Given the lower 
heating requirements; however, radio frequency heating has recently been con-
sidered a suitable enhanced recovery technique in tar sands and heavy oil assets 
[25]. 

Radio frequency heating represents a dielectric heating process where elec-
tromagnetic energy is converted to thermal energy in the oil shale. Molecules in 
the kerogen of the shale formation experience a change in electrical polarity as 
they are introduced to an alternating electromagnetic field from electrodes that 
are placed in the subsurface rock; this leads to increased thermal energy. Once 
conversion temperatures are reached, the solid kerogen in the oil shale is con-
verted to liquid oil. As a result, kerogen conversion can be characterized as a 
moving interface, or phase field, defined by the conversion of a solid to a liquid. 
As the solid kerogen is converted to liquid, the converted zone is anticipated to 
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become mechanically unstable as it may no longer support the stress of the 
overburden rock. Given this outcome, the TPME was developed to specifically 
model thermal, phase field, mechanical, and electromagnetic processes that con-
stitute the radio frequency heating process. 

3. Numerical Theory 

A complex electrostatic potential solution is obtained by solving a quasi-static 
Maxwell equation for “lossy” dielectric material [26] [27]. An approximation 
was applied considering frequencies in the range of 100 kHz to 1 MHz had wa-
velengths that were large compared to the separation distance of the in-place 
electrodes. This allows the electromagnetic field to be approximated as a static, 
linear in electrical potential. A power conversion term (P) is constructed as a 
function of the applied alternating electromagnetic field. The description of the 
quasi-static Maxwell equation is given according to: 

( )02 0j f Vσ ε ε ′ −∇ ⋅ + π ∇ =                    (1) 

where ε ′′  is the loss factor of oil shale (imaginary part) describing the materi-
al’s ability to convert the electromagnetic field energy to heat, ε ′  is the relative 
dielectric constant of oil shale (real part) describing the lossless energy interac-
tion of the material, j is equal to (−1)0.5 and V is the electric potential difference. 
The power conversion term P is expressed as: 

2 2
02P f Vε ε σ′′= π = −∇E                    (2) 

which describes the conversion of electromagnetic to thermal energy. 
The power conversion term P is used to couple the quasi-static Maxwell equa-

tion to the enthalpy and Allen-Cahn phase field equations in order to compute 
the temperature field. The radio frequency power conversion term causes the 
temperature of the kerogen to increase and eventually leads to kerogen upgrad-
ing to oil. The physics of the actual TPME numerical framework is defined such 
that interpolation of all intrinsic rock type properties -i.e. thermal conductivity, 
occurs as a function of the Allen-Cahn phase field and temperature solutions. 
This method is typically applied in capturing parametric transitions across an 
interface within phase field models. 

The characterization of the fluid conversion interfaces during the modeled 
pyrolysis of kerogen to shale oil is performed using an Allen-Cahn phase field 
description. In mathematical physics, the Allen-Cahn equation represents a 
reaction-diffusion equation which can describe physical processes like liquefac-
tion, such as what takes place as a result of dielectric heating of oil shale. The 
results illustrate a moving interface (spatio-temporal) expressed through a high-
ly localized area of the domain. The Allen-Cahn phase field equation of Dyja et 
al. [28] was used for the basis of modeling the evolution of the phase field inter-
face. In order to account for the phase transition during electromagnetic energy 
conversion to thermal energy, the power conversion term is included in the Al-
len-Cahn equation explicitly and scaled by the bulk modulus (Km) of the refer-
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ence material. The Allen-Cahn equation is described as: 

( )2 2 22 1 3 2 0n
m

PDC DA Dk
t K
φ φ φ φ φ∂
− ∇ + − + − − =

∂
          (3) 

By convention, the phase field term, φ , and D, a scalar term, are 
dimensionless. As for the remaining terms; Cn is a diffusion coefficient, A and k 
are respectively frequency parameters for the solid-liquid interface, with A being 
a scaling factor and k being a bulk adjusting term. 

The enthalpy equation described in Belhamadia et al. [29] was used as a start-
ing point for computing system temperature in this study. This formulation in-
cluded latent heat effects, negated the effects of the velocity field in the solid, and 
assumed negligible flow rates in the liquid. This definition also included the as-
sumption that the fluid is incompressible and Newtonian. It is well understood 
that phase change does not instantaneously occur in a given rock type. This is due 
to variations in the distribution of spatial rock type characteristics that cause phase 
change to manifest over a small temperature range about a defined melting tem-
perature [ ],m mT T− +   –where mT  is the melting temperature, and   is a rel-
atively small numerical value defining quantitative variation. Thus, phase temper-
ature is treated in a similar manner in its interpretation for this study. Even 
though the chemical kinematic model for the upgrading of oil shale does involve 
the decomposition of kerogen into shale oil (liquid) and gas as a result of the 
high pyrolysis temperatures, a limited two-phase description was employed 
which only considered solid (oil shale) conversion to a liquid (oil) phase. 

The modified enthalpy equation for this multiphysics model was required to 
include the power conversion term, describing electromagnetic to thermal ener-
gy conversion, and the solid-liquid phase transition during pyrolysis. Belhama-
dia et al. [29] utilized the enthalpy-porosity model to perform numerical simula-
tion of water solidification and pure gallium melting thus it was believed to si-
milarly describe the thermophysical process under consideration in oil shale 
in-situ pyrolysis. The modified enthalpy equation which was used in the study is 
described as: 

( ) ( ) 2
l s

T L T P
t t

φα φ ρ κ φ∂ ∂
+ − ∇ =

∂ ∂
                (4) 

Here ( )α φ  is the volumetric heat capacity defined by density times the spe-
cific heat capacity as a function of the phase variable φ . It should be noted that 
phase related physical properties across the phase transition interface are inter-
polated between the respective pure solid and liquid phases. As for the remain-
ing terms, the density of the liquid phase is lρ , the latent heat of fusion is given 
by Ls and the thermal conductivity, as a function of the phase variable, is ex-
pressed as ( )κ φ . 

It is anticipated that with suitably weak formation properties the upgraded 
zone becomes unable to support the stress of the overburden once the in-place 
solid kerogen upgrades to liquid oil. In this structurally unstable situation, as the 
liquid can no longer support the overburden stress, compaction of the target 
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formation ensues. The complexity of such poro-elastic and plastic deformation 
exhibited by oil shale as a result of in-situ pyrolysis has been extensively dis-
cussed [19] [30] [31] [32]. The mean normal stress is computed as a primary va-
riable while the equation is modified so that stress is a function of temperature. 
The corresponding mechanical equilibrium equation from Fakcharoenphol et al. 
[33] is described as: 

( )
( )

( ) ( )2 23 1 2 1 2
3 0

1 1m mK T
υ υ

σ β
υ υ
− −

∇ +∇ ⋅ − ∇ =
+ +

F            (5) 

Expressed within this equation is the Poisson’s Ratio υ , a force density term 
F  which is taken to be the force density due to the overburden and the linear 
thermal expansion coefficient is β . Within this equation the Poisson’s Ratio, 
linear thermal expansion coefficient and bulk modulus are functions of the 
phase variable. 

The description of the explicitly coupled TPME formulation is shown in Fig-
ure 2. The terms that are used to couple each of the equations are highlighted 
and labeled as “coupling parameters”. According to the outlined process, the 
power conversion term is first computed based on the resulting electric potential 
difference. This solution is then passed to the Allen-Cahn equation that com-
putes the phase field solution. The power conversion term and phase field para-
meter are passed to the enthalpy equation so that the system temperature can be 
computed. Lastly, once the temperature solution is obtained, the result is in-
cluded in the mechanical equilibrium equation so that the mean normal stress 
can be computed. Next, MMS is used in order to analytically verify the results of 
the developed TPME code. 

4. Results of the Method of Manufactured Solutions 
4.1. Verification Method Background and Model Application 

Few studies have been published about radio frequency heating as an enhanced  
 

 
Figure 2. TPME numerical framework description highlighting electromagnetic, phase 
field, enthalpy and mechanical equilibrium components of the coupled equations. 
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oil recovery method or about numerical modeling of the same. Furthermore, 
results of field trials, recoverable volumes of hydrocarbon and economic viability 
of in-situ recovery methods remain closely guarded. The intellectual property 
that has been developed in conjunction with these methods are overwhelmingly 
reserved to maintain strategic advantage by the respective corporate entities 
which developed or acquired the specific upgrading technology. This lack of 
published production and numerical modeling results was the main motivation 
for at least verifying the mathematical and algorithmic implementation of the 
multiphysics framework. 

The employed technique for code verification in this study was the MMS. 
While this technique was developed some time in the 1980’s or 1990’s there is no 
exact attribution as many have claimed to use it without specifically referencing 
it. Be that as it may, a description of the technique may be reviewed in Salari and 
Knupp [34]. 

According to Salari and Knupp [34], the following guidelines exist for devis-
ing manufactured solutions for computational code verification: 

1) The manufactured solutions should be comprised of smooth analytical 
functions so that solutions may be easily computed. These would include trigo-
nometric or polynomial functions. This guideline is designed to ensure that 
theoretical order-of-accuracy is attainable. 

2) The solution should sample every term in the governing equation being 
evaluated. 

3) An appropriate number of non-trivial derivatives for the solution should 
exist. 

4) The solution derivatives should be constrained by a small constant and not 
contain singularities. 

5) Successful execution of the code should not be impeded by the imposed 
solution. 

6) The solution domain should be defined in a connected subset of the mod-
eled space. 

7) The differential operators in the partial differential equations should be 
formed in a manner that is logical. 

In each case the MMS was used to verify the coupled equations that were in-
corporated into the multiphysics TPME solution. The verification was per-
formed on the coupled code so that coupling terms, and non-solution variables 
were modified to be constants in this way the primary variables are independent 
of implemented coupling terms. In each case the MMS was applied to a 2D recti-
linear FEM mesh with dimensions [0:1] × [0:1] and 20 elements in the 
X-direction and Y-direction, respectively. Essential boundary conditions were 
enforced on each of the boundaries in the quasi-static Maxwell and mechanical 
equilibrium equations. Conversely, in the Allen-Cahn and enthalpy equations, 
essential boundary conditions were applied to the left and right boundaries while 
natural boundary conditions were applied on the top and bottom boundaries. 
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Appendix A contains the list of the parameters used in the underlying code veri-
fication performed by MMS. It is important to note that the listed parameters 
have no physical significance with respect to oil shale in-situ pyrolysis but are 
considered mathematically relevant to the verification of the code using MMS. 

4.2. Quasi-Static Maxwell Equation 

Given the aforementioned guidelines a solution to V for the quasi-static Maxwell 
equation in Equation (1) was set to the following analytical spatial function for 
( ),m x y : 

( ), sin sinm x y x y= π π                      (6) 

An illustration of Equation (6) is shown in Figure 3 as a reference. In order to 
use MMS, Equation (6) is substituted into the V term of Equation (1), leading to 
Equation (7). Next, the right-hand side of Equation (1) is set to ( ),x yΓ  in Equa-
tion (7): 

( ) [ ]( )2
0, 2 2 sin sinx y j f x yσ ε ε ′Γ = + π π π π              (7) 

Equation (1) is modified to include Equation (7) in its right-hand side. It is 
then solved for ( ),V x y  using the scalable linear equation Krylov solver (KSP) 
in the PETSc framework [35] [36] [37] that was called from the TalyFEM libra-
ries. The resulting solutions, real and imaginary parts of ( ),V x y , were found to 
match the assumed solution from Equation (7). Since the solution for ( ),V x y  
followed that of Equation (7) the implementation of the code corresponding to 
the solution of the quasi-static Maxwell equation was verified within the coupled 
framework. The similitude of the solution is verified by comparing the computed  

 

 
Figure 3. Function ( ), sin sinm x y x y= π π  used in MMS as an analytical solution to 

static equations of V and mσ . 
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solution to ( ),m x y  shown in Figure 3 to that of the resulting finite element solu-
tion to ( ),V x y  in Figure 4 for the real (Vreal) and imaginary (Vimg) parts of 
electric potential difference in Equation (1). A direct comparison of the real and im-
aginary parts of the electric potential difference to ( ),m x y  is performed on a node 
by node basis in order to evaluate solution continuity. Cross-plots of these compari-
sons are shown in Figure 5(a) & Figure 5(b), for the real and imaginary parts, re-
spectively; the solution to ( ),m x y  is shown as “v_a” in the plot. Figure 5(a) in-
cludes a linear trend line that is described by an R2 coefficient equal to unity; this 
suggests that the solutions at each node are consistent with the analytical solution. 
This is further evidenced by the slope and y-intercept of the linear trend line equa-
tion that has values of 0.9938 and 4e−07, respectively. As a corollary, the anticipated 
slope of an exact match in solution is unity and the y-intercept is zero. The identical 
solution is obtained for the imaginary part of the electric potential difference in Fig-
ure 5(b). The deviations of ( ),V x y  from the idealized solution ( ),m x y  are illu-
strated as a solution map of absolute node error, computed as ( ) ( ), ,V x y m x y−  
in Figure 6(a) & Figure 6(b). The results in Figure 6(a) & Figure 6(b) show the 
best match in solution occurs near the boundaries while largest deviation occurs  

 

 
Figure 4. Verification by MMS for the quasi-static Maxwell equation; (a) real part and (b) imaginary parts. 
 

 
Figure 5. Cross-plot including Linear trend line and R2 coefficient for (a) real and (b) imaginary components of the electric po-
tential difference. 
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Figure 6. Absolute node error of the difference between the ( ),m x y  solution with the computed (a) real and (b) imaginary elec-

tric potential difference components. 
 

near the center of the domain. 

4.3. Allen-Cahn Phase Field Equation 

The code for the Allen-Cahn equation, from Equation (3), was verified by as-
suming the phase variable φ  as equal to the following spatio-temporal analyti-
cal function for ( ),g x t : 

( ), sin sing x t x t= π π                       (8) 

A contour plot of Equation (8) is shown in Figure 7 for reference. MMS was 
performed by substituting Equation (8) into Equation (3) as a solution to the 
phase field variable yields: 

( )
( )

2 2

2

1

, sin cos sin sin

2 sin sin 1 3sin sin 2 sin sin

1 10

nx t x t DC x t

DA x t x t x t

D

χ

κ −

= π π π + π π π

 + π π − π π + π π 
− − ×

    (9) 

Equation (3) was then revised so that Equation (9) became the right-hand side 
of the equation and then solved for the phase field variable ( ),x tφ . The solution 
for the phase field variable was then obtained in the numerical model by using 
the Newton-Raphson method of the SNES solver in the PETSc framework [35] 
[36] [37]; which was called through the TalyFEM libraries. By comparing the 
plot of Equation (8), represented in Figure 7, with the result of the finite element 
solution of ( ),x tφ  at selected times (t), as shown in Figure 8, it is clear that the 
Allen-Cahn equation, Equation (3), has been properly implemented in the code. 
This is confirmed by comparing the solutions of ( ),g x t  and ( ),x tφ  between 
Figure 7 and Figure 8. It should be noted that the power conversion  

term of 
m

P
K

 in the coupling between the quasi-static Maxwell equation and the  

Allen-Cahn equation was fixed to a constant value of 1 × 10−1 in order to inde-
pendently verify the implementation of the Allen-Cahn equation in the coupled  
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Figure 7. Function ( ), sin sing x t x t= π π  used in MMS for spatio-temporal Allen-Cahn phase field (φ ) and temperature 

(T): (a) t = 6; (b) t = 25; (c) t = 50 and (d) t = 100. 
 

framework in the absence of complimentary coupling terms. The cross-plot of 
node values for ( ),x tφ  -as the variable “u” in the x-axis, and the function 
( ),g x t  -as the variable “u_a”, is shown in Figures 9(a)-(d) for select times. An 

alternating positive-negative response is observed in these results and is attri-
buted to the time-dependent sinusoidal analytical function ( ),g x t  used in the 
MMS. In addition to Figure 9, this behavior is also observed in Figure 8 where 
the finite element solution to MMS is shown. The results of Figure 9 demon-
strate that while the solutions were visually congruent there are discernible 
quantitative differences. In each case the y-intercept of the added trend line is 
practically zero; however, the slope of the trend line varies from 0.0054 to 0.159. 
The slope of the trend line tends to be consistent when t = 50 and t = 68, when 
the phase of the solution is the same (positive value/phase). When t = 63 and t = 
75 the phase of the solution differs (negative value/phase); however, the slope of 
the trend line increases as a function of time. Be that as it may, there is greater 
solution accuracy when t = 50 and t = 68 as R2 in both cases equals to 0.9997. 
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This is compared to t = 63 where R2 equals 0.9983 and t = 75 where R2 equals 
0.9661. Even though the t = 75 solution has a trend line slope that is closer to unity 
it is important to note that R2 value is more indicative of the relationship between 
( ),x tφ  and ( ),g x t  than is the slope of the trend line. Similar results are illu-

strated in the absolute error maps of ( ) ( ), ,x t g x tφ −  in Figures 10(a)-(d) 
where changes in the solution at the node are observed over time but appear to 

 

 
Figure 8. Verification of the Allen-Cahn equation by the MMS: a) t = 6; b) t = 25; c) t = 50 and d) t = 100. 
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Figure 9. Cross-plot including Linear trend line and R2 coefficient for solutions of the phase field 
equation at (a) t = 50, (b) t = 63, (c) t = 68, and (d) t = 75 for dt = 1.0. 

 

 
Figure 10. Absolute node error of the difference between the ( ),g x t  solution with the solution to the Allen-Cahn phase field 

at (a) t = 50, (b) t = 63, (c) t = 68, and (d) t = 75 with dt = 1.0. 
 

be consistent at t = 50 and t = 68. Solutions with the greatest accuracy occur near 
the left and right-side boundaries where essential boundary conditions were de-
fined in contrast to the top and bottom side boundaries of the domain where 
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natural boundary conditions were defined. 

4.4. Enthalpy Equation 

The code for the enthalpy equation, Equation (4), remained coupled, by defini-
tion, to Equation (3) through the phase field variable. As a result, this code was 
not verified in the absence of or the explicit fixing of a constant phase variable 
value using MMS. The assumption was made that the temperature variable T 
was set to Equation (8) to provide a solution to the enthalpy equation. 

Substitution was performed for Equation (8) into Equation (4) and upon 
rearranging the following result was derived: 

( ) ( ) 2, sin cos sin sin 1.0l sx t x t L x t
t
φγ α φ ρ κ∂

= π π π + + π π π −
∂

     (10) 

The updated Equation (4) was then modified so that P was subtracted from 
each side of the equation, then Equation (10) was set to be the right-hand side of 
the equation then solved for temperature. Here the power conversion term, used 
to couple the quasi-static Maxwell equation to the enthalpy equation, was set to 
a constant value of unity solely for the purpose of code verification. This mini-
mized the impact of the solution to the electromagnetic equation by isolating the 
temperature term. The phase field term was maintained as it was a component 
of the enthalpy equation that was used as a starting point the numerical model. 
The temperature solution, obtained using the MMS, is illustrated in Figure 11. 
Once juxtaposed to Figure 7 it is clear that the solution matches the bulk de-
scription of the function definition for temperature following Equation (8). The 
largest deviation in response is roughly a factor of 200; however, the accuracy of 
the match is critiqued based on the overall trend as well as consideration that the 
magnitude of respective solutions is very small. Specifically, the magnitude of 
the temperature and the ( ),g x t  solutions has very small values. The cross-plot 
of node values for ( ),T x t  as the variable “h” in the x-axis, and the function 
( ),g x t  as the variable “h_a”, is shown in Figure 12 at select times. The results 

show a consistent linear trend between the computed function ( ),T x t  and the 
assumed ( ),g x t  function for the listed times in Figure 12 as each case illu-
strates an R2 coefficient of unity. While the y-intercept in each plot of Figure 12 
is approximately zero there is a change in magnitude of the slope between the 
computed and assumed solutions that illustrates that the computed solution is 
larger in absolute magnitude than the analytical MMS solution. An observation 
of systematic time dependent variation in the solutions is observed in Figure 
12(a), Figure 12(c) for t = 50 and 68, then Figure 12(b), Figure 12(d) for t = 63 
and 75 as two distinct groups. The differences in these two groups are attributed 
to the time-dependent sinusoidal behavior of ( ),g x t  which is illustrated in the 
positive-negative value alternating solution response in Figure 11 as a function 
of time and quantified in the identical trend line slopes computed for the 
cross-plots of similar phase. Recall, a similar observation was made in Figure 8 
and Figure 9 for the Allen-Cahn phase field solution. The trend line slopes are 
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identical for Figure 12(a), Figure 12(c) collectively then Figure 12(b), Figure 
12(d) as a separate group. A depiction of the absolute node error 
( ) ( ), ,T x t g x t−  is shown in Figures 13(a)-(d). Again, the results show the 

most accurate solution along the left and right-side boundaries where essential 
boundary conditions were set. Compared to the absolute node error of the phase 
field solution in Figures 10(a)-(d), the results of ( ) ( ), ,T x t g x t−  show an 

 

 
Figure 11. Temperature solution from the enthalpy equation solved by the MMS: (a) t = 6; (b) t = 25; (c) t = 50 and (d) 
t = 100. 
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Figure 12. Cross-plot including Linear trend line and R2 coefficient for solutions of the temperature 
at (a) t = 50, (b) t = 63, (c) t = 68, and (d) t = 75 for dt = 1.0. 

 

 
Figure 13. Absolute node error of the difference between the ( ),g x t  solution with the solution for temperature at (a) t = 

50, (b) t = 63, (c) t = 68, and (d) t = 75 with dt = 1.0. 

 
increase in absolute node error with time from t = 50 until t = 68 but then the 
absolute node error decreases once t = 75. While additional times were not ana-
lyzed it is anticipated that due to the sinusoidal behavior of ( ),g x t  the re-
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sponse of the absolute node error would continue to alternate with time. 

4.5. Mechanical Equilibrium Equation 

The governing mechanical equation, Equation (5), was verified while maintain-
ing the coupling with the temperature solution obtained by solving the enthalpy 
equation, Equation (4). The assumption was made that the mean normal stress 

mσ  was equal to Equation (6) which is shown in Figure 3. Equation (6) was 
then substituted into mσ  of Equation (5) and the terms were rearranged lead-
ing to the following equation: 

( ) ( ) ( ) ( )
2

26 1 sin sin 2 1 2
, 3

1 1 m

x y
x y K T

υ υ
ζ β

υ υ
− − π π π −

= − ∇
+ +

      (1) 

In the next step, Equation (5) was revised so that Equation (11) was set as the 
right-hand side of Equation (5) then solved for the mean normal stress. In this 
case, the enthalpy equation was coupled to the mechanical equilibrium equation 
through an enthalpy-stress coupling parameter that was set to a value of 1.6e1. 
The result of the executed mechanical simulation code by MMS led to a solution 
for the mean normal stress which is shown in Figure 14. Comparing the results 
for the mean normal stress in Figure 14 with the analytical mean normal stress 
described in Figure 3, demonstrates that the model and analytical descriptions 
are coincident. This observation is further maintained by analyzing cross-plot of 
the analytical mean normal stress solution “s_a” versus the mean normal stress 
“s” computed by the MMS equation in Figure 15. The results in Figure 15 show 
an R2 coefficient as well as a trend line that is described by a slope of unity and a 
y-intercept in the trend line equation that is approximately zero. The cross-plot 
highlights the accurate match of the MMS computed solution to that of the ini-
tial analytical function. The spatial description of the deviation between the  

 

 
Figure 14. Mean normal stress solution from the mechanical equilibrium equation solved 
by MMS. 

https://doi.org/10.4236/ojmsi.2020.91001


T. S. Ramsay 
 

 

DOI: 10.4236/ojmsi.2020.91001 20 Open Journal of Modelling and Simulation 
 

MMS solution and the analytical solution at each node, ( ) ( ), ,m x y m x yσ −  is 
shown in Figure 16. In Figure 16, there is greater deviation in the solutions to-
wards the center of the domain compared to significantly less at the boundaries. 
Again, due to the essential boundary conditions that are applied to the numeri-
cal model there is less deviation between solutions at the boundaries. Even 
though the solution deviates toward the center of the domain, the maximum 
deviation is rather small in magnitude and does not exceed 6.3e−3 in absolute 
value. These results lead to the determination that the mechanical equilibrium 
equation is accurately coded in the coupled TPME computational framework. 

 

 
Figure 15. Cross-plot including Linear trend line and R2 coefficient for the mean normal 
stress. 

 

 
Figure 16. Absolute node error of the difference between the ( ),m x y  solution with the 

computed mean normal stress. 

5. Conclusion 

A multiphysics finite element computational framework was developed which ex-
plicitly coupled thermal, phase field, mechanical and electromagnetic equations 
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for the purpose of numerically simulating the in-situ pyrolysis of oil shale by 
radio frequency heating. Specific processes for in-situ pyrolysis were discussed 
but the multiphysics solution proposed in this work was specifically designed to 
address radio frequency heating as an enhanced oil recovery method. There have 
been limited publications that have addressed either the development of multi-
physics numerical models for simulating the in-situ pyrolysis process or produc-
tion from oil shale using radio frequency heating. Furthermore, very few publi-
cations have demonstrated the development or use of multiphysics finite ele-
ment solutions to model in-situ radio frequency heating. As a result, verification 
of the developed multiphysics finite element model necessitated the use of MMS. 
The results from the use of MMS in this work show that the electromagnetic, 
phase field, enthalpy and mechanical equilibrium solutions are respectively and 
collectively implemented in an accurate manner in the computational TPME 
framework. The observed matches between the computed and analytical solu-
tions of the coupled equations using MMS demonstrated combinations of neg-
ligible or numerically insignificant differences between the numerical solutions. 
As a corollary, the TPME numerical framework has been verified for use in nu-
merically modeling oil shale in-situ pyrolysis by radio frequency heating. 
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Nomenclature 

A = Allen-Cahn frequency parameter, t−1, s−1 

nC  = Allen-Cahn diffusion coefficient, L2/t, m2/s 
D = Allen-Cahn scaling factor, dimensionless 
E = quasistatic electric field, V/L, V/m 
f = frequency, t−1, s−1 
F  = force density, F/L3, N/m3 
g = general spatio-temporal function 
j = unit imaginary number, 1−  
k = Allen-Cahn frequency parameter, t−1, s−1 

mK  = bulk modulus, m/Lt2, Pa 

sL  = latent heat of fusion (solid), E/m, J/kg 
m = general spatial function 
P = power conversion term, t3I2V2/L3m3, s3∙A2∙V2/m3∙kg3 
t = time, t, s 
T = temperature, T, K 
V = voltage, V, V 
x = distance, L, m 
y = distance, L, m 
α  = volumetric heat capacity, E/L3T, J/m3∙K 
β  = linear thermal expansion coefficient, T−1, K−1 
γ  = general spatio-temporal function 
Γ  = general spatial function 
  = relatively small numerical value 

0ε  = electromagnetic permittivity of free space, t4I2/L3m, F/m 
ε ′  = electromagnetic relative dielectric constant, dimensionless 
ε ′′  = electromagnetic loss factor, dimensionless 
ζ  = general spatial function 
κ  = thermal conductivity, P/LT, W/m∙K 
ρ  = density, m/L3, kg/m3 

lρ  = density (liquid), m/L3, kg/m3 
σ  = electrical conductivity, t3I2/L3m, s3∙A2/m3∙kg 

mσ  = mean normal stress, m/Lt2, kg/m∙s2 
υ  = Poisson’s ratio, dimensionless 
φ  = Allen-Cahn phase field, dimensionless 
χ  = general spatio-temporal function 
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Appendix: A Summary of Parameters for the Coupled TPME 
Code Verification 

Description Assumed Value 

Allen-Cahn diffusion coefficient 5.0 m2/s 

Allen-Cahn frequency parameter (A) 1.2e1 s−1 

Allen-Cahn frequency parameter (k) 1.0e−3 s−1 

Allen-Cahn scaling factor 1.0 

Current Density 1.0 A/m3 

Bulk Density (liquid) 1.0 kg/m3 

Bulk Density (solid) 1.0 kg/m3 

Frequency 1.6e−1 Hz 

Electromagnetic loss factor (liquid) 1.0 

Electromagnetic loss factor (solid) 1.0 

Electromagnetic permittivity of free space (non-physical) 1.0e−5 F/m 

Electromagnetic relative dielectric constant (liquid) 1.0 

Electromagnetic relative dielectric constant (solid) 1.0 

Enthalpy-Stress Coupling Parameter 1.6e1 

Force density (vertical) 1.0e−1 N/m3 

Latent heat of fusion (liquid) 1.0e4 kJ/kg 

Latent heat of fusion (solid) 1.0e4 kJ/kg 

Linear thermal expansion coefficient (liquid) 1.0 K−1 

Linear thermal expansion coefficient (solid) 1.0 K−1 

Poisson’s Ratio (liquid) 1.0e−1 

Poisson’s Ratio (solid) 1.0e−1 

Specific heat capacity (liquid) 1.0 kJ/kg∙K 

Specific heat capacity (solid) 1.0 kJ/kg∙K 

Temperature scaling factor 1.0e3˚C 

Thermal conductivity (liquid) 1.0e−1 W/m∙K 

Thermal conductivity (solid) 1.0e−1 W/m∙K 
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