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Abstract 
The aim of this article is to predict the rainfall evolution of a sub-Saharan 
area in which one of the most important freshwater resources is located: Lake 
Guiers. Characterized by short seasonal rains of three months, it experienced 
a long period of drought in the 1970s. We begin by analyzing the temporal 
distribution of the rainfall including the variability of the data, with a view to 
predicting a possible return. For this reason, we present here univariate mod-
eling results of rainfall series collected on three stations in the area. The chal-
lenge lies in the adequacy of the parameters for the monthly rainfall series, 
which generates more or less significant forecast errors on the learning bases 
because of the missing data. This later motivated their conversion to moving 
average series. On the other hand, the normality of the latter seems to be re-
jected by the D’Agostino test. Student’s and Mann-Whitney’s tests confirmed 
the homogeneity. The autocorlograms show the presence of autoregressive 
terms in the data. Dickey-Fuller and Mann-Kendall tests reveal both trend 
and seasonality. The stationarity tests of Dickey-Fuller, Phillips-Perron and 
KPSS have shown that they are non-stationary. As a result, we did an ARIMA 
modeling method using the Box-Jenkins [1] method with the R software, 
which involves estimating model parameters, tests of significance, analysis of 
residualss, selection according to information criteria and forecasts. The re-
sults obtained during the learning-test phase showed a quasi-similarity of the 
base-tests in all the series except for that of Louga. 
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1. Introduction 

Statistical analyzes of hydrological time series are generally based on a set of 
fundamental assumptions: homogeneity, stationarity without overall trends, pe-
riodicity and persistence. Homogeneity refers to the belonging of the data in the 
series to a same population and therefore has a time-invariant mean, in the ab-
sence of a change in the method of collecting the data [2]. Stationarity implies 
that the statistical parameters of the series, calculated at different times, are con-
stant [3]. Trends in hydrological series are introduced by natural changes. Peri-
odicity is usually due to astronomical cycles such as the earth revolution [4]. 

Time-series studies were conducted to analyze rainfall data [3] [4], particular-
ly in this study area by [5]. Originally, the application of time series analysis was 
limited to surface water problems, in particular the analysis of extremes (floods 
and droughts). However, the field has expanded to include groundwater prob-
lems [6]. Others were made on flow rate data [7] [8] [9] and surface water quali-
ty data [10] [11]. 

The aim is to detect trends, supplement missing data and develop statistical 
models that quantitatively describe all the processes underlying a given sequence 
of observations in order to predict hydrological events on the basis of these data. 
For example, a design of stormwater collection structures, such as dikes, dams, 
channels, require measured records of peak runoff, which can occur in shorter 
periods than the expected return. Thus this field has become a powerful tool for 
efficient planning and management of water resources. 

As a first step, we will conduct a study on homogeneity, trend, stationarity 
and persistence to determine the lag order for each series by hypothesis testing. 
Then, once selected d and D, we will return to the identification of a SARIMA. 
We will push this modeling of the series with and without differentiation, and 
make a comparison of the qualities of each model according to the information 
criteria or the predicted values compared on the test bases. The selected models 
will be presented after a residuals analysis before moving on to an interpretation 
of the forecasts. 

2. Methodology and Data 
2.1. Methodology 

Consider the series of rain { }, n
tx t T∈ ⊂  , T ⊂   as a realization of the 

possible set value of the monthly rainfall height { },tX t T∈ , here taken over 732 
months. The SARIMA (Sesonal Autoregressive Integrated Moving Average) 
model take into account the effect of seasonality and non-stationarity. 

( ) ( ) ( ) ( )S d D
S t tB B X B Bφ θ εΦ ∆ ∆ = Θ                (1) 

,B ∆  are the “backward shift” and “Differences” operator such as 1t tBX X −= , 

1t t tX X X −∆ = − , 1 S
S B∆ = − , ( )t t

ε
∈  is a low white noise ( )20,fBB σ  cor-

responding to unpredictable phenomena causing a disturbance of the series and 
including an independent residual component ( )t t

η
∈  [12]. ( )Bφ , ( )BΦ , 
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( )Bθ  et ( )BΘ  being polynomials defining the lags order p of the autoregres-
sive part, P with seasonality, q the moving average part and Q with seasonality. 
The exponents d, D are the orders of seasonal differentiation and S, the period 
(or seasonality) of the process. Any time series data can be decomposed into 
trend, saisonic and residual components. 

t T t tX C S ε= + +                         (2) 

A process is said to be stationary in the strict sense when the law of joint 
probability is invariant for any translation of time [3]. Several tests make it 
possible to detect it, 
• Augmented Dickey-Fuller (ADF) test 

( )
( )

0

1

: 1 unity root existence : the series is not stationary

: 1 no existence of roots uni

1

1ty

dH

H

φ

φφ

≥

<

 = ⇔


≠ ⇔  
• Phillips-Perron (pp)/Kwiostowski & al. (KPSS) test 

( )
( )

0

1

: 1 the series is not stationary

: 0 the series is stationary

H d

H d

 =


=  
A non-stationary ( )t t

X
∈  process follows a model SARIMA(p,d,q)(P,D,Q)[S] 

orders , ,p d q , , , ,P D Q S ∈ , if the process ( )d D
S t t

X
∈

∆ ∆


 is  
SARMA(p,q)(P,Q)[S] and becomes a stationary process. 

The partial autocorrelation function ( ).η  takes into account the strength of 
the bond between tX  et t hX +  by removing links induced by intermediate 
values ( )1t hX − − ,  , 1tX − . We note by 1*

1
h

t k t kkX Xα−
−=

= ∑ : 

( ) ( ) ( )* *
1 1, | , , ,t t h t t h t t t h t hh Corr X X X X Corr X X X Xη − − − + − −= = − −    (3) 

The ordinary least squares estimator of σ  for K p q P Q= + + +  constraints: 

( )2 1 ˆˆmco S
n K

σ β=
−

                       (4) 

The model parameters ( ) 1 1 1 1
ˆ ˆ ˆ ˆˆ, , , p q P Qβ φ θ × × × ×= Φ Θ ∈ × × ×    , are es-

timated by minimizing the log mean square error and the sum of residual 
squares (7). 

( )( ) ( )
4 1

1 1ˆ arg min log log
n

t
t

R S
n nβ

β β β
=∈

  = +  
  

∑


            (5) 

To test the significance of the parameters, the hypothesis H0 is assumed that 
each parameter iφ , i′Φ , jθ  ou j′Θ  is not zero, for 1, ,i p=  , 1, ,i P′ =  , 

1, ,j q=  , and 1, ,j Q′ =   and test statistic: 

      

ˆ

ˆ
j

k
j n KnT t

β

β
σ −→∞= →                      (6) 

H0 is accepted at threshold [ ]0;1α ∈  if 1 2
n Ktobs

jT q α
−
−> , where obs

jT  is the ob-
served value. 

Consider ( ) ( )( )2
1 0 0 0

ˆ ˆ| , , ~ ;t t t p tX X X X β σ β− −   and ( )0
ˆ

t̂ t tX Xε β= −  
the forecast error where ˆ

tX  is the value of the estimated rainfall height at time 
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t with the parameters ( )0 0 0 0 0, , ,β φ θ= Φ Θ . We note by ( )0tR β , the mean 
square error or forecast error and ( )S β , the sum of the residual squares. The 
best model is the one that returns the low value of the AIC, BIC information cri-
teria and standard criteria such as MAE, RMSE or MAPE errors and having the 
most significant parameters. 

( ) ( )( ) ( )( ) ( )( )
( )

2
2 0

0 0 0
1 10 0

ˆ1 ˆ, ,
n n t t

t t t
t t t

X X
R S X X

R

β
β β β

σ β= =

 − = −  
 

∑ ∑      (7) 

Information criteria and standards: 

( ) ( )2 2ˆAIC log Akaike Information CriterionK
nεσ= +          (8) 

( ) ( ) ( )2 log
ˆSIC ou BIC ou SBC log Swartchtz Bayesian Criterion

n
K

nεσ= +  (9) 

( ) 2

1 1 1 1

ˆ1 1 100 1ˆ ˆ ˆME,MAE,MAPE,RMSE , , ,
n n n n

t
t t t

t t t ttn n n x n
ε

ε ε ε
= = = =

 
=   
 
∑ ∑ ∑ ∑   (10) 

Lower the value of these criteria, better the model. To study the nullity of the 
mean of the residualss, we use the classic tests of student (or conformity). 
Ljung-Box tests can identify processes of white noise. The test statistic being: 

( ) 2 2
      

1

ˆ
n k

Kn
k

Q K kρ χ
−

→∞
=

= →  ∑                   (11) 

where ( ) 1
2

1

ˆ ˆ
ˆ

ˆ

n k
t t kt

n
tt

k
ε ε

ρ
ε

−
−=

=

= ∑
∑

. H0 is accepted at threshold [ ]0;1α ∈  if  

2

1
KobsQ qχ
α−<  where obsQ  is the observed value. 

The forecast made at time t for the t k+  date (k = forecast horizon) is de-
fined by: 

[ ]ˆ |t k t k tX X I+ +=                        (12) 

where ( )1 1, , , , ,t t tI X Xσ ε ε=    is a filtration. This predictor represents the 
best prediction ( )t t

X
∈  conditionally at the time of the information available at 

date t, tI . 

2.2. Data 

The study focuses on monthly rainfall data over six decades of the three regions 
that include Lake Guiers. They are collected from the National Agency of Civil 
Aviation and Meteorology (ANACIM), Dakar (Senegal). 

3. Results and Discussions 
3.1. Descriptions 

We have a series of data on monthly rainfall in Saint Louis, Podor and Louga, 
three regions in which Lake Guiers is located (16˚15'N; 15˚48'W), from 1960 to 
2020. This zone located in the Sahel, on a strip of 10 to 25 km wide, is characte-
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rized by an extreme fragility of ecological balance (Kane A., 2005) [13] due to 
the alternation of a long dry season (from November to June) and a short wet 
season (from July to October) [14]. 

“Figure 1” shows the monthly precipitation in each region and shows that there 
is no trend. The discontinuous lines in blue represent the monthly averages. 

The red zones (Figure 2) showing changes in the precipitation index correspond  
 

 
Figure 1. Graphic representation of rainfall data for Saint Louis - Podor - Louga from 1960 to 2020. 
 

 
Figure 2. Standardized precipitation index (spi) for Saint Louis - Podor - Louga from 1960 to 2020. 
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to dry periods in the region. In [15], successive environmental transformations 
naturally linked to more than two decades of drought (1970-1997). 

3.2. Homogeneity 

The simple randomness of a chronological sequence is due to the fact that all the 
observed values come from the same population by random and independent 
draws [16]. These tests aim at the constancy of the dispersion of the series, that is 
to say, they study whether the variability of the series is uniform over time and 
assume that “the series is random” [17]. The parametric test of Student makes it 
possible to see if the samples share the same mean value while the non-parametric 
Mann-Whitney [18] one makes it possible to evaluate if the ranks of the values 
are 2 to 2 homogeneously distributed in the 3 distributions. 

With the Student tests, the p-values are <0.05 except for Podor and Saint 
Louis, where the hypothesis of proximity of rainfall averages is rejected. This 
may be due to high rainfall variability and its spatial distribution of measuring 
stations near the desert. As for the p-value obetunes with the Mann-Whitney test 
are >0.05, we accept the hypothese according to which, the distributions are sig-
nificantly homogeneous (Table 1). 

3.3. Persistence 

Persistence or autocorrelation, it represents the short-term dependence of ob-
servations. This violates the assumption of independence of observations ( )t t

x  
or errors ( )t t

ε . Thus, its presence may lead to the rejection of the stationarity 
hypothesis, that is to say, it may indicate the existence of a trend that, while in 
reality, there is no [3]. Problems induced by the presence of persistence or sea-
sonality have a related effect. 

The autocorrelation function is used to determine the lags order of the terms 
(Figure 3). In the following, we will consider only the 6-year moving average se-
ries of the monthly series. This value, centered of order k at time t being given  

by: ( ),
1 k

k t k t t ii kmm mm x x
k −=−

= = ∑ . We get 5 moving series of sizes 660 each.  

 
Table 1. Comparison of Student and Mann-Whitney homogeneity tests. 

Statistical tests (Louga & Podor) (Louga & Saint Louis) (Podor & Saint Louis) 

mean (27.32240; 19.41667) (27.32240; 22.29918) (19.41667; 22.29918) 

Student, H0: the difference between the 2 means is significant 

test statistic t 3.331 1.9763 1.3145 

p-value 0.0009 0.0483 0.1889 

Mann-Whitney, H0: the rank of the measures are distributed homogeneously in the 2 
distributions 

test statistic W 277412 277527 267283 

p-value 0.1925 0.1856 0.9309 
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The choice of this period is to remove missing data from the dry season that lasts 
9 months each year. This is worth a 3-year loss of data on both sides of the tails. 

These diagrams (Figure 4) show the presence of autoregressive terms with 
lags of order 8. 

3.4. Trend 

The trend represents the general upward or downward trend over a fairly long 
period of time. 

In “Figure 5”, the 6-year moving average rainfall graphs match the trend 
components from the decomposition of the raw series, with the maiximal and  

 

 
Figure 3. Partial autocorrelogram of monthly rainfall series. 
 

 
Figure 4. Partial autocorrelograms of 6-year moving average rain series. 
 

 
Figure 5. Comparison of trend and 6-year moving average rainfall trends from 1960 to 2020. 
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minimum rainfall explained respectively to (40.46; 25.49; 34.05)% et (19.49; 
47.15; 33.36)% of monthly rainfall respectively on Louga, Podor and Saint Louis. 

The nonparametric Mann-Kendall test shows the presence of a trend and de-
termines whether the series includes a seasonal component. The values of the 
phi3 test statistics are significantly below the critical value 6.25 with the Dick-
ey-Fuller test (Table 2), so the assumption that each series has a unity root and 
no trend is accepted. 

Moreover, the results from the Mann-Kendall test reveal the presence of both 
trend and seasonality in all series except that of Louga. This can be due to a high 
spatio-ternporel variability that characterizes this area which has undergone 
flows of trade winds and monsoons according to the position of the FIT (Inter-
tropical Front) and the note of a decrease in rainfall according to a South-North 
and West-East gradient [14]. 

3.5. Stationarity 

Three parametric tests (Dickey-Fuller [12], Phillips-Perronet [12] and Kwiat- 
kowski & al. [19]) were used for trend detection. 

The p-values in the first two tests are >0.05, so the assumption of non-station- 
arity H0 is accepted. This is confirmed by the third test (KPSS), which, for a 
p-value < 0.05, accepts H0 as a stationarity hypothesis (Table 3). 

The choice of significance level of 5% is arbitrary, but appears to be a reasona-
ble limit for the type of data under study [11]. Thus, given the results of the three 
tests, it can be concluded that the moving average series are not stationary. 

 
Table 2. Results of three stationarity tests, taking into account the presence of trends and 
seasonality. 

Statistical tests Louga Podor Saint Louis min rain max rain 

(Trend) Mann-Kendall, H0: there is no trend 

test statistic τ 0.009 0.126 0.118 −0.077 0.184 

p-value 0.715 0.000 0.000 0.003 0.000 

(ur.df) Dickey-Fuller/type = “trend”, H0: presence of trend 

z.diff.lag 9 9 12 8 13 

df 638 638 632 640 630 

RSE 0.29 0.24 0.28 0.18 0.30 

test statistic phi3 2.27 1.62 2.08 1.42 2.48 

5% critical value: 6.25 

p-value < 2.2e−16 

(Seasonality) Mann-Kendall, H0: there is no presence of seasonality 

test statistic τ 0.011 0.128 0.121 −0.076 0.189 

p-value 0.695 0.000 0.000 0.004 0.000 
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3.6. Normal Moving Average Rainfall Reries 

The data can be graphically assimilated as sequences whose evolution is normal, 
even if the normality test of D’Agostino seems to reject this hypothesis (Figure 
6). 

3.7. Modeling 

With the R software, the commende auto-arima returns the best ARIMA model 
according to the value of the information criteria. 

The values obtained from σ2 successively for the monthly rain series (Louga, 
Podor, Saint Louis, rain min, rain max) are 1121; 914; 1144; 413; 1294 as well as 
for moving average series: 0.0905; 0.0602; 0.0879; 0.0339; 0.1016. 

“Table 4” gives the list of the best models obtained with the lowest values of 
AIC, BIC and criteria of eurreur with the pourtcentage of significant parameters 
in each model in the 4th column. 

 
Table 3. Comparison of three stationarity tests on monthly series. 

Statistical tests Louga Podor Saint Louis min rain max rain 

(adf) Augmented Dickey-Fuller, H0: the series is non-stationary 

test statistic −1.80 −1.80 −1.61 −1.87 −1.50 

ordre du retard = 8 

p-value 0.84 0.66 0.74 0.63 0.79 

(pp) Phillips-Perron, H0: the series is non-stationary 

test statistic −4.45 −6.51 −4.88 −6.23 −4.17 

TLP = 6 

p-value 0.86 0.74 0.84 0.76 0.88 

(kpss) KPSS Test for Level Stationarity, H0: the series is stationary with a deterministic 
tendency 

KPSS Level 1.49 1.17 1.46 1.24 1.63 

TLP = 6 

p-value = 0.01 

Notes: df = degree of freedom; TLP = Truncation lag parameter. 
 

 
Figure 6. Graphic comparison of the density of the moving average series (continuous lines) and the normal distribution (dotted 
lines). 
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3.8. Stochastic Analysis 

The hypothesis of nullity of the residualss is accepted by the Student test as well 
as that of the portmenteau test (Box-Pierce or Box-Ljung), because they follow a 
white noise, since the p-values are >0.05 (Table 5). 

 
Table 4. Selected models of monthly rainfall series and 6-year moving average. 

Models 
(p, d, q)  
(P, D, Q) 

σ2 
signif. 

par. 
AIC BIC ME MAE RMSE 

ARIMA (p, d, q) (P, D, Q) [12] monthly rainfall series 

Louga (0, 1, 2) (2, 1, 3) 822.8 6/7 6919.39 6956.01 0.8 15.87 28.28 

Podor (0, 2, 2) (3, 1, 1) 578.6 4/6 6691.12 6723.15 −0.11 13.9 23.72 

Saint Louis (0, 1, 1) (2, 1, 2) 855.3 3/5 6958.13 6985.59 0.57 15.16 28.88 

min rain (3, 0, 1) (2, 1, 0) 413.6 4/6 6396.18 6428.23 −0.12 8.48 20.11 

max rain (4, 1, 0) (5, 1, 4) 1047.0 10/13 7131.79 7195.88 0.00 20.22 31.77 

ARIMA (p, d, q) (P, D, Q) [12] 6-year moving average rainfall series 

Louga (8, 1, 0) (6, 0, 0) 0.065 11/14 115.6 182.96 −0.003 0.16 0.25 

Podor (8, 2, 0) (6, 0, 1) 0.044 10/15 −156.06 −84.21 −0.005 0.13 0.21 

Saint Louis (8, 1, 0) (6, 1, 1) 0.070 11/15 186.16 257.72 0.009 0.16 0.26 

min rain (7, 1, 0) (4, 0, 4) 0.025 12/15 −476.20 −404.35 −0.012 0.093 0.15 

max rain (7, 0, 3) (1, 0, 2) 0.078 9/13 232.24 295.14 −0.002 0.158 0.28 

Note: signif. par. = number of significant parameters. 
 

Table 5. Model residuals on the moving average series. 

Statistical Tests  Louga Podor Saint Louis min rain max rain 

Student, H0: the mean of residuals is zero, df = 659 

mean −0.003 −0.005 0.009 −0.011 −0.002 

conf. int. [−0.02; 0.02] [−0.02; 0.01] [−0.01; 0.03] [−0.03; 0.002] [−0.02; 0.02] 

test statistic −0.326 −0.659 0.927 −1.734 t = −0.208 

p-value 0.744 0.510 0.3543 0.083 0.835 

Box-Pierce/Box-Ljung, H0: Residuals follow a white noise, df = 1 

test statistic 0.083 0.131 0.049 0.058 0.00032 

p-value 0.772 0.717 0.824 0.809 0.9855 

D’Agostino, H0:the Residuals are Gaussian 

Omnibus 83.0 146.21 113.9 141.1 101.60 

Skewness (κ = 3) 3.1 6.4 5.4 1.8 −4.7 

Kurtosis (s = 0) 8.6 10.2 9.2 11.7 8.9 

p-value (0; 0.001; 0) (0; 0; 0) (0; 0; 0) (0; 0.07; 0) (0; 0; 0) 

Notes: df = degree of freedom, conf. int. = confidence interval. 
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Gaussity tests appear to reject the H0 hypothesis because of the high Kurtosis 
(thick-tailed distribution), as shown in this example of residuals density from 
the ARIMA (8, 1, 0) (6, 1, 1) [12] the moving average series of the Saint Louis 
station. 

The Quantile-Quantile plot allows to compare two distributions that are con-
sidered similar. In abscissa, we have the quantiles of the theoretical distribution 
of the normorle law adjusted to the mean and slope of the theoretical sample 
compared to those of the residues from the selected models. Here, the five 
graphs of the residuals show that most of the points are the theoretical normal 
line except at the ends which move further and further away, due to heavy tail 
distributions ( 3κ >  “Table 5”) as shown in “Figure 7”. 

The following table allows the comparison of the results of the estimated val-
ues on the test bases. 

“Table 6” gives an overview of forecast errors when the model applies on 87% 
and 76% of the initial bases. And by comparison with the test base respectively 
2011-2017 and 2005-2017, gets fairly low errors except the parameters in the 
Louga series model. 

3.9. Forecast 

The monthly moving average of the three stations from 1963 to 2017 is 
represented by the horizontal cyan solid line of ordinates 22.58 on each of the 
graphs (Figure 8). 

 

 
Figure 7. Normality of residualss, example of model residuals density ARIMA (8, 1, 0) (6, 1, 1) [12]. 
 

Table 6. Margins of error for learning tests over 7 and 13 years. 

Test learning errors Louga Podor Saint Louis min rain max rain 

to 87% 
(1963-2010) 

ME −1.58 2.86 4.67 1.26 2.30 

MAE 1.80 2.86 4.67 1.81 2.51 

RMSE 2.26 3.44 5.45 2.21 3.04 

to 76% 
(1963-2004) 

ME −6.06 0.58 −0.44 −0.46 −3.69 

MAE 6.06 1.96 3.10 2.51 2.79 

RMSE 6.42 2.43 3.48 2.99 4.42 
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Figure 8. 15 year forecast. 
 

Table 7. Evolution of the average per section for the periods 1963-1972-1990-2017 in 
forecasts up to 2032 and comparison with the period 1963-2017. 

Periods (1963-2017) (1963-1972) (1973-1990) (1991-2017) (2018-2032) 

The monthly moving average of the three stations from 1963 to 2017 is 22.58339 

Louga 26.56 32.69 ↘23.78 ↗26.47 ↗32.65 

Podor 19.24 22.51 ↘15.85 ↗20.54 ↘19.82 

Saint Louis 21.95 27.22 ↘18.41 ↗22.69 ↗26.36 

min rain 13.10 17.43 ↘11.21 ↗12.98 ↗13.04 

max rain 33.44 38.31 ↘28.29 ↗35.45 ↗37.94 

 
A slightly oscillatory downward trend in the previewing results of the Louga 

series and maximum rainfall from 2023 to 2032 and a constant wave after a short 
period of climb in Podor and Saint Louis during this same period. As for the 
minimum rainfall series, it remains moderately stable (Table 7). 

4. Conclusions 

The study showed that rainfall fell sharply over two decades from 1973 to 1997, 
after which there was a moderately return. It is followed by an increase from 
2005 onwards in Louga and Saint Louis and then a gradual decrease from 2010 
onwards. The best models obtained from the evaluation criteria integrated the 
data. The SARIMA forecasting framework based on the Box-Jenkins method 
shows that the 6-year average of the maximum rainfall series will continue to 
decline over the next 15 years. The same remark was made for those of Louga 
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who represents 40% of the latter. There is also a decrease in the average rainfall 
in Podor over the next fifteen years compared to the past two decades. 

The advantage of the moving average is that it reduces “noise”. This facilitates 
the reading of the evolution and thus makes it possible to quickly detect the 
trend changes in its evolution. This is important for the design of structures, but 
at the risk of losing data, especially if they are very volatile. The choice of the 
6-year period was justified [3]. The interest was to follow the evolution of the 
forecasts over a long period of at least 15 years. 

However, note that SARIMA processes are additive models and cannot take 
into account the volatile nature of certain variables. They are missing if the series 
is nonlinear, nonstationary (especially in variance) or if the variables do not fol-
low the normal distribution following the leptokurtic character (Kurtosis > 3) of 
their distribution. In the following, we would like to study the Assymptotic be-
havior of minimum and maximum rainfall heights with the extreme value 
theory including the GEV (Generalised Extreme Value) and GPD (Generalised 
of Pareto Distribution) models then make a multivariate analysis by studying the 
relationship between the rainfall heights of the river flows that feed the Guiers 
lake via the Taouey channel and by involving certain climatic variables. 
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