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Abstract 
The purpose of this research was to determine the impact of advancement of 
technology, competitive pressure, and user expectation on continues digital 
disruption using perceive ease of use role as a mediator. This study proposed 
a conceptual framework to investigating the significant factors of the various 
variables through critical evaluation of associated theoretical models, litera-
ture studies, and empirical tests. The proposed conceptual framework ex-
amined 292 final samples from targeted populations aged 18 years or older, 
working with digital technologies in Kuala Lumpur, Malaysia, using a posi-
tivism research philosophy and explanatory research design. The Survey ques-
tionnaires collected were extensively tested for reliability and validity. Empir-
ical data were analyzed using “Exploratory Factor Analysis” (EFA), “Confir-
matory Factor Analysis” (CFA), and “Structural Equation Modeling” (SEM) 
via AMOS 22 software. Research findings indicate that advancement of tech-
nology has an insignificant negative impact on continuous digital disruption. 
User expectation has a positive, negligible effect on digital disruption. How-
ever, competitive pressure showed a negative impact on continuous digital 
disruption. The role of perceived ease of use as a mediator on continuous dig-
ital disruption indicated a positively negligible impact. Perceived ease of use 
role as a mediator on competitive pressure and user expectations showed a 
positive marginal effect. Lastly, perceived ease of use as a mediator for ad-
vancement of technology was negatively insignificant. In conclusion, all the 
hypotheses proposed were rejected based on these findings, except for hypo-
thesis (H2). The main contribution of this paper was to determine the actual 
factors contributing to the unceasing digital disruption in organizations and 
institutions and also identify the correlation between advancement of tech-
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nology, user expectations, and competitive pressure on continuous digital dis-
ruption, using perceive ease of use role as a mediator.  
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1. Introduction 

This research aims to determine the impact of advancement of technology, 
competitive pressure, user expectation on continuous digital disruption using 
perceive ease of use role as a mediator in Kuala Lumpur Malaysia. According to 
Gartner Glossary (2020), digital disruption is described as an impact that trans-
forms the basic perceptions and behaviours of culture, market, industry, or 
process using digital capabilities, channels, or assets. Rauch et al. (2016), men-
tioned that continuous digital disruption is driven by the advent of the latest in-
novation, such as developments in automation, robotics, business intelligence, 
cloud computing, and new software that makes it easier for industrial systems to 
integrate all these technologies and more. Westerman and Bonnet (2015), stated 
that digital disruption could shake the heart of all industries and trigger “short 
fuse, big bang” scenarios that could destroy the entire industry. Stewart et al. 
(2016), concluded that it’s important for organizations to achieve a crucial 
knowledge of digital disruption to guarantee the sustainability of their opera-
tions as due to continuing digital disruption, many industries have been brought 
to their knees. The researcher also cited the decline of newspapers as a notorious 
example, similarly, the hotel industry is another example, as it has been forced 
by ventures like Airbnb and GuestHouser.com, to adapt to this new competition 
and the same is true of the taxi industry. As a result, continuous digital disrup-
tion is expected to impact every organization, business strategy, and deci-
sion-making sector (Rossi, 2017).  

According to Perdana (2019), Malaysian companies are still lagging in the 
adoption of digital technologies due to the perception that they appear to be 
fast-paced and complex. Budget limitations and the lack of digital professionals 
in the country are critical factors. TheStar (2019) also mentioned that non-digital 
companies in Malaysia are waking up to the dangers they face in the hands of 
digital disruptors, and many are now in the initial stages of reinventing digital 
tools. This poses a significant opportunity for businesses outside Malaysia who 
are hoping to enter the competitive market (Shim, 2019).  

1.1. Research Background 

Digital disruption has gained lots of global attention in recent years, especially in 
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academia (Gartner Glossary, 2016; Elbanna & Newman 2016; Legner et al., 2017; 
Gimpel et al. 2018; Parida, Sjödin & Reim, 2019). According to Von Briel et al. 
(2018), one of the benefits of continuous digital disruption is its expedition and 
facilitation of the business start-up process. According to Research, Christensen 
used digital disruption for the first time (Christensen, 1997). However, several 
researchers in the digitalization sector, Artificial intelligence, virtualization, Big 
Data, etc. have investigated determining factors of continuous digital disruption, 
and the results are inconsistent and inconclusive. Also, most previous studies on 
digital disruption or disruptive technologies focused on developed countries with 
well-developed Information Communication Technologies and on a different as-
pect of digital disruption rather than the impact of technological advancement, 
competitive pressure, user expectation on continuous digital disruption, and us-
ing perceived ease of use as a mediator in developing countries (Legner et al., 2017; 
Fossen & Sorgner, 2018; Parida, Sjödin, & Reim, 2019). 

Furthermore, Teo et al. (2018) researched digital disruption in the Malaysian 
transportation sector using Grab as a case study. The researcher found that Grab 
car ride-sharing is shifting commuters and drivers from conventional taxi ser-
vices to their network through digital technology. 

1.2. Research Rationale 

Research has shown that it is expected that fifty billion smart devices will be 
connected to the Internet (IoT) and to have a $7 trillion economic impact by 
2020 (Wortmann & Flüchter, 2015). Parida, Sjödin and Reim (2019), define di-
gitalization as a revolutionary way of doing business through the use of aug-
mented reality (IoT), innovations, intensive data exchange, and statistical analy-
sis. Digitalization is described as the use of digital technology in industry and 
society, and its associated changes in the connectivity of individuals, organiza-
tions, and objects (Gartner Glossary, 2016; Gimpel et al., 2018). According to 
Parida, Sjödin, & Reim (2019), digital innovations such as digital platforms, ar-
tificial intelligence, virtualization, cloud computing, robotics, and business intel-
ligence can be used as an innovative business paradigm to improve efficiency of 
companies. Legner et al. (2017), define digitization as a process for the accep-
tance and use of digital technologies in a wider individual, institutional, and so-
cio-cultural context. Gimpel et al. (2018), alleged that digital technology alters 
the structures of the industry, empowers customers, and affects our privacy. Tan 
et al. (2016), reported that, besides the obvious benefits of digitalization, it also 
disrupts the orthodox way of doing business. The scholar also mentioned that 
digital disruption has become prevalent as a result of the proliferation of tech-
nologies. 

Li et al. (2017) referred to digital disruption as any new or enhanced technol-
ogy that substitutes or disrupts prevailing technologies, making it obsolete. Li et 
al. (2017) further mentioned that digital disruption dramatically alters the way 
companies or entire industries work. Greenwood & Wattal (2017) mentioned 
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that digitalization and its modern form of business activity can interrupt and 
place prevailing businesses, goods, or services at substantial risk. Hence, this 
present study focuses on the effect of advancement of technology, competitive 
pressure, user expectations, and perceived ease of use role as a mediator on con-
tinued digital disruption in Kuala Lumpur Malaysia. 

1.3. Significance of the Study 

This thesis will offer many benefits to Malaysian businesses, companies, organi-
zations, academics, and future researchers. 

The research will provide information to academia, future researchers, entre-
preneurs, and business owners in Malaysia, in understanding the factors contri-
buting to the unceasing digital disruption. It will also enable them to make in-
formed decisions on the appropriate digitalization technology they should adopt 
in this era of digital disruption. The thesis will act as research material for future 
research on the determinants of digital disruption in Malaysia. Finally, this re-
search will add to the existing knowledge of the factors affecting continual digital 
disruption in academia. 

1.4. Aims of the Study 

The goal of the research was to explore the impacts of advancement of technol-
ogy, competitive pressure, user expectation, on continuous digital disruption, 
using perceive ease of use role as a mediator in Kuala Lumpur Malaysia. 

1.5. Objectives of the Study 

The thesis aimed to achieve the following research objectives:  
RO1: To determine the impact of Advancement of technology on continuous 

digital disruption in Kuala Lumpur Malaysia 
RO2: To determine the impact of Competitive pressure on continuous digital 

disruption in Kuala Lumpur Malaysia 
RO3: To determine the impact of User expectation on continuous digital dis-

ruption in Kuala Lumpur Malaysia 
RO4: To determine the impact of Advancement of technology on Perceived 

ease of use in Kuala Lumpur Malaysia 
RO5: To determine the impact of Competitive pressure on Perceived ease of 

use in Kuala Lumpur Malaysia  
RO6: To determine the impact of User expectation on Perceived ease of use in 

Kuala Lumpur Malaysia 
RO7: To determine the impact of Perceived ease of use as a mediator on the 

relationship between Advancement of technology, Competition pressure, User 
expectation, and Continuous digital disruption in Kuala Lumpur Malaysia. 

1.6. Research Questions 

The following research questions were asked to attain the research goals. 
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RQ1: What is the impact of Advancement of technology on Continuous digi-
tal disruption? 

RQ2: What is the impact of Competitive pressure on Continuous digital dis-
ruption?  

RQ3: What is the impact of User expectation on Continuous digital disrup-
tion?  

RQ4: What is the impact of the Advancement of technology on Perceived ease 
of use? 

RQ5: What is the impact of Competitive pressure on Perceived ease of use?  
RQ6: What is the impact of User expectation on Perceived ease of use? 
RQ7: What is the impact of Perceived ease of use as a mediator on the rela-

tionship between the Advancement of technology, Competition pressure, User 
expectation, and Continuous digital disruption? 

2. Literature Review 
2.1. Review of Key Concepts 
2.1.1. Advancement of Technology 
According to Reddy and Zhao (1990), advancement of technology has many 
concepts from earlier literature (Wahab et al., 2012). Valverde (2016) first de-
scribed technological advancement as the application of structured information 
to practical tasks through ordered human and computer systems (Valverde, 
2016). In three conflicting views, Mokyr examined technological advancement as 
a liberator, a threat, and an instrument of power (Barbour, 2014). Mesthene 
(1970), of Harvard University, defined technological advancement as a neutral 
tool. To the researcher, it is up to the user to decipher their use which does not 
guarantee any particular consequences. However, Vogels et al. (2020) reported 
that technological advancement seems difficult to define and understand. Bain 
(1937) added that Christianity encourages people to see technological advance-
ment as a tool given by God to transform the earth into a new Garden of Eden. 
According to Unctad (2018), Technology advancement is now an indispensable 
part of human existence and has a profound influence on all economy, society, 
research, arts, and daily life. The scholar further noted that to participate effec-
tively in project designs and technology policy the public needs technological li-
teracy. 

Arthur (2009), a pioneering thinker and economist in technology advance-
ment, asserted that technological advancement creates our world more than an-
ything else. Similarly, Schwab (2016) stated that the concept of technology ad-
vancement has shifted from the industrial (industrial revolution) to the informa-
tion age. He asserts that businesses with large economic muscles tend to use ex-
pensive technological tools during the industrial period to gain a competitive 
edge over small businesses but of late advancement of technology has created a 
new paradigm shift known as the information age that provides a different frame- 
work for the highly competitive market. Harding et al. (2015) confirmed that 
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these innovations are accelerating us towards a new industrial revolution. An-
dreas Schleicher of the Organization for Economic Cooperation and Develop-
ment (OECD) claimed in an international survey that technology is doing more 
harm than good in our schools today. According to the conclusions of the global 
report, students who used technologies at school regularly have slightly lower 
learning results than students who used technology only occasionally. However, 
students who used computers very often at school fared a lot worse, even when 
accounting for the student’s socioeconomic status. According to the author, as a 
result, countries that have invested heavily in educational technology have seen 
no improvement in literacy, arithmetic, or scientific achievement. Madary and 
Metzinger (2016) alleged that the presence of technological advancement de-
prived this generation of far more than they can imagine because we have not 
taken the initiative to use technology as a weapon rather than a slave. Karki et al. 
(2018) stated that people who use technology regularly develop health issues such 
as back pain, headaches, and eye problems. It can also contribute to obesity due 
to a lack of physical activity. Holzer (2018) also mentioned that technological 
advancement is destroying workers and turning humans into robots. He alleged 
that technological innovation is causing us to lose all of our thinking and that 
there will soon be no such thing as independent thought. Tenner (2019) investi-
gates the human-technology interaction. He contends that humans and tech-
nology have a give-and-take partnership that enables technology and humans to 
develop continuously. According to the study, technology occurs when humans 
have a desire or need for it. Tenner concludes that the physical impact of tech-
nological advancement on society is not good nor bad. McArthur and Sachs 
(2002) reported that, since the advancement of technology is at a threshold, 
Asian economies now require a new approach to technological growth. In this 
research, advancement of technology was defined as the generation of informa-
tion or the discovery of knowledge or new technologies that create and improve 
easier ways of living comfortably and prolong lives for humankind. 

2.1.2. Competitive Pressure 
Competition pressure is the level of competition in the business sector (Soewar-
no et al., 2020). According to Bernard et al. (2006), competitive pressure arises 
when companies compete with competitors on the commodities market through 
frequent competitive interactions with other firms seeking to win customers, 
raise market shares, or struggle for survival. Porter (1995) defined competitive 
pressure as the extent to which companies exert pressure on one another. Porter 
(1998) reported that, by using five strength models that influence industrial com-
petition, an organization’s survival effort under competitive pressure within an 
industry increase (Bruijl, 2018). These strengths to the scholar are the new en-
trants, the substitutes, the ability to negotiate with manufacturers, the ability to 
attract consumers, and the ability to compete with competitors in the market. 
Porter further stated that rivalry pushes teams and individuals to do their best, 
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be it in industry or other environments. Reich and Benbasat (1990) specified that 
competitive pressures arise when an organization allocates resources to offer in-
novative products or services in a highly competitive environment to respond to 
competitors. Menon et al. (1999) stated that management’s inability to evaluate 
recent trends in the competitive landscape contributes to sales loss. 

Additionally, Soewarno et al. (2020) reported that when there is a high degree 
of consumer demand, companies are more likely to pursue creativity, than when 
there is a low level of competition, resulting in higher transformative adoption. 
Turner and Endres (2017) advised that entrepreneurs must continue their sur-
vival efforts in the face of environmental change and competitive pressure be-
cause competition pushes entrepreneurs to think more creatively to outperform 
their rivals, resulting in revolutionary creativity. The researchers testified that 
competitive pressure drives companies to think more creatively about achieving 
something different from their competitors, thereby encouraging disruptive in-
novation. Furthermore, Frésard and Valta (2012) argued that competitive pres-
sure forces management to focus on competitive threats and maximize value 
creation. Toolan (2017) established that high-tech organizations are fiercely 
responding to R&D competition, while low-tech organizations are only follow-
ing the market. Yang (2010) reported that consumer preference influences com-
petitive market demand on companies, and it may impact R and D incentives to 
perform innovation competence. Tzini and Jain (2018) revealed that when com-
petitive pressure is high, people are more likely to behave unethically than when 
competitive pressure is low. Leonidou et al. (2015) alleged that product innova-
tion is an easy way to outperform competition. Dahlman (2018) concluded that 
the easing of trade barriers facilitates the penetration of foreign rivals into local 
markets, which increases the competitive pressure on firms. In this research, 
competitive pressure was described as the level of pressure companies experienced 
by industrial competitors due to their adaptation to new digital technologies. 

2.1.3. User Expectation 
Genesys (2020) described user expectations as aligning the company products 
and services to what customers want and need to optimize growth and produc-
tivity. Spreng and Thomas (2001) defined user expectations as customer percep-
tions of future product features or outcomes. Kujala et al. (2017) detailed that 
customer expectations dictate what consumers expect from a service or product. 
According to Greif and Garfinkel (2016), the changing force that companies 
must address to create more efficient and lower-cost products is user expecta-
tion. However, to Koenig-Lewis and Palmer (2014), user expectations can be 
linked to how or what a person may expect when using a service. Sun and Scan-
lon (2019) revealed that, in an era where new technologies: Cloud computing, 
Big Data, and Machine Intelligence are being democratised or made available to 
enterprises of all sizes, customer expectations are the primary difference. So, it is 
no surprise that top-performing brands like Amazon, Google, Ford, Apple, and 
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others all deliver outstanding customer experiences. 
Additionally, Meena & Ganesan (2019), for companies to remain competitive, 

they must adapt to satisfy market demands. According to the researcher, busi-
nesses across all industries must keep up with growing economies, new trends, 
and evolving customer needs. Redbord (2020) indicated that technological in-
novations are causing a change in how companies treat customer service, allow-
ing customers to react with even higher expectations. Vanhaverbeke (2017), re-
search on innovation showed how businesses benefit from customers and users 
in the innovation process. He also stated that acquiring established users’ exper-
tise early in the innovation process enables companies to understand their in-
terests and steer development in the right direction. Schwab (2016) contended 
that in this period of exponentially revolutionary technological change, known 
as the Fourth Industrial Revolution, cutting-edge products and services become 
outdated the next day. In this regard, a company’s ability to differentiate itself is 
becoming exceedingly important. Van Belleghem (2015) mentioned that speed is 
one reason for user expectation because the external clock ticks faster than the 
internal clock. Meaning, customers can switch overnight if they wish. The scho-
lar further stated that customers are disrupting because companies are slower 
than the market. Salesforce Research (2020) concluded that customers have high 
expectations of firms but don’t trust them to deliver because consumers believe 
most companies fall short of their aspirations for better experiences. In this re-
search, user expectation was what users or customers expect companies to offer in 
product or service quality based on the latest trends. 

2.1.4. Continuous Digital Disruption 
Continuous digital disruption is characterized as a continuous change brought 
about by emerging digital technologies and business models that could add value 
to existing products and services provided (Rachinger et al., 2019). Generally, 
from the viewpoint of businesses that have invested extensively in old systems, 
digital innovation is seen as disruptive. Digital disruption, according to research, 
may have a disruptive effect on market innovations or technology innovations. 
According to Karimi and Walter (2015), scholars have identified product and ser-
vice digitization as a highly disruptive process. The scholars mentioned that this 
has resulted in significant disruption to existing companies’ and incumbents’ 
competencies. According to Elbanna and Newman (2016), as businesses face the 
risk of digital disruption because of the ferocity and structural vastness of the en-
vironmental shift, there is an urgent need for them to respond to the declining 
market outcomes. Christensen’s (1997) study similarly demonstrated that incum-
bent corporations’ business models support their current clients to such a degree 
that transitioning to more disruptive structures is challenging. Christensen and 
Raynor (2003) indicated that as a result of digital disruption, incumbent busi-
nesses are motivated to find new competitive market segments in which they 
position their core product or service and thereby transfer their industry to new 
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market segments. The researcher reported that the advent of digitization causes 
a demand change in well-structured businesses. Farmer et al. (2016) confirmed 
that digital disruption is not a one-time event but a recurring trend over the past 
three decades, with different waves occurring across different market segments.  

On the other hand, Karimi and Walter (2015) alleged that as digital technolo-
gy evolves, they have the potential to demolish the competencies that underpin 
incumbents’ existing business models. The researcher concluded that the advent 
of digitization causes path-dependent companies to undergo a digital transfor-
mation that benefits from a plethora of opportunities for business growth. Ac-
cording to Klang (2006), the advancement of technology does not seem disrup-
tive until a larger number of users decide to adopt the technology. The tests on 
digital disruption conducted by Peteraf et al. (2013) revealed different insights 
on the transformative influence of new technologies. Bharadwaj et al. (2013) 
mentioned that recent work on digital disruption has focused on commercial 
prospects. According to the researcher, technological change creates new digital 
options for businesses to accelerate the institutional transformation and advance 
their businesses. According to Hill (2017), having the potential for digital dis-
ruption helps startups disrupt established organizations and alter enterprises 
more quickly than any historical force. Christensen (1997) claimed digital dis-
ruption is just a disruptive force for those who choose to ignore it or seek to 
combat it. Those who accept it also find it helpful to their company and lead 
them to success in a variety of ways. Skog et al. (2018) indicated that little atten-
tion has been given to the benefits digital disruption offers to modern business-
es. In this study, continuous digital disruption was a continual change caused by 
the growth of digital technology and business models in an industry or organiza-
tion that improves the value of new or existing goods and services (Skog et al., 
2018). 

2.1.5. Perceived Ease of Use 
The founder of the Technology Acceptance Model (TAM), Davis (1989) defines 
Perceive Ease of Use as the degree to which a person expects the use of a given 
tool to be effortless (Radner and Rothschild, 2005). Al-Gahtani (2001) men-
tioned that researchers have concluded that perceived ease of use is the degree to 
which the user agrees that it will be at no cost to them by applying an exacting 
approach (Davis, 1989; Gefen and Straub, 2000). Rogers (1983) declared that the 
degree to which consumers consider a new product or service better than its al-
ternatives is viewed as ease of use (Vagnani & Volpe, 2017). Similarly, Davis 
(1989) confirmed that PEOU is an assumption that influences new technology 
adoption. Davis (1993) suggested that users’ attitudes toward using technology 
are composed of a perceptual assessment of the interface functionality and an 
appropriate reaction to the system which affects the use or adoption of the tech-
nology. The researchers, stated that the greater the perceived ease of use of the 
device, the greater the likelihood of using the system. Davis (1993) also stated 
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that PEOU assesses consumer expectations of usability and understanding. As a 
result, PEOU is concerned with consumer motivation, which is the intrinsic as-
pect of using technology. Zhang and Mao (2008) alleged that Perceived Ease of 
use is one main predictor of a consumer’s drive to use or approve a product. 
Hornbæk and Hertzum (2017) reported that PEOU is concerned with user mo-
tivation of the inherent aspects of using technology, such as the interface and the 
mechanism involved in using it. The scholars stated that PEOU has no effects on 
technological acceptance because the extrinsic nature of technology is the reason 
people embrace technology.  

Nonetheless, according to Nysveen et al. (2005a) PEOU will affect technology 
adoption because inherent features of the technology, such as architecture clarity 
and navigational ease, contribute to the importance of the outcome obtained by 
using the technology. In other words, people who consider the method to be 
beneficial develop behaviours towards the learning instrument. Davis’ (1989) 
findings on the Technology Adoption Model (TAM) showed that consumers’ 
understanding of ease of use had a positive impact on their desire to use new 
technologies. In the same way, Nysveen et al. (2005b) confirmed that customer 
understanding of ease of use affects the creation of strong customer convictions 
and the adoption of innovations. McFarland and Hamilton (2006) indicated that 
customer acceptance of innovations is directly relevant to the concept of ease of 
use. Venkatesh and Davis (2000) reported that perceived ease of use is an essen-
tial factor of the customer’s willingness to agree and act in terms of use. His 
statement was also backed by Safeena et al. (2013) and Dohan and Tan (2013). 
On the contrary, Shoter et al. (2016) argued that perceived ease of use has a neg-
ative and significant impact on the use of a product or service. In this research, 
perceived ease of use was characterized as the magnitude to which an individual 
considers it effortless to use a particular service or product.  

2.2. Critical Review of Theories and Models 
2.2.1. Technology Acceptance Model (Figure 1) 
The Technology Acceptance Model (TAM), developed by Davis (1989) explains 
why people want to use a particular technology in their work. The theory as-
sumed that people use a particular technology because they find the technology 
useful and easy to use for the job. In the late 1980s, the idea was introduced as 
innovations such as e-mails and work processes which eliminated structures 
such as handwritten letters. Nevertheless, there is very little reference to this 
 

 
Figure 1. Schematic diagram of the technology acceptance model. 
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theory concerning technology itself. The theory stated that the understanding of 
a single piece of technology varies by theory, not because the system is different, 
but because we are different. 

One drawback of TAM theory is that it assumes that people plan their actions 
and that they are justified in their behaviour, which means that when people de-
velop an attempt to use the model, they actually evaluate the means of usefulness 
and thereby use it in practice. The problem with this theory is that people do not 
make completely fair choices, nor are they logical in their behaviour. Another 
drawback of the theory is that it does not tell us how to make technology easy to 
use or useful. The theory only states that make sure that it is usable and us-
er-friendly, it does not use any design guidance or show us how we can develop 
better systems than a general comment makes sure it’s easy to use. 

2.2.2. Technology Acceptance Model 2 (Figure 2) 
Venkatesh and Davis (2000) introduced TAM 2 (or ETAM) as an extension of 
the original TAM due to the limitations of the TAM theory. Attitude was omit-
ted in TAM 2, as variable and subjective norms related to social power was in-
troduced (Park, 2012). The mechanism of social control and the same tooling 
distinguish the external variables in TAM 2 from each other. Venkatesh and Da-
vis (2000) indicated that the perceived usefulness in many empiric TAMs de-
pends on the user intentions and that the determinants of perceived usefulness 
need to be understood as it drives the use intentions and how these factors affect 
changes over time, with the increased use of the device. The integration of pro- 
cesses of social influence according to the scholars helps to decide whether a 
person will approve or reject a new product or service, while the Cognitive In-
strumental Mechanism decides on the perceived ease of use, in terms of produc-
tion, quality of production, and significance of work. The theory, in turn, indi-
cates that each theory is good at explaining something, but they are not good at 
explaining certain things.  
 Diffusion of Innovation Theory (DOI) 

The Diffusion Invention Theory was developed more than 50 years ago by 
Rogers (1962). The theory is among the oldest theories of social science. It  
 

 

Figure 2. Technology acceptance model 2. 
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originated in communication to illustrate how the idea or commodity gathers 
traction over time and spreads across a given population or social network. The 
author proposed five phases to clarify how to adjust innovation over time. The 
first category named Innovators consists of 2.5 percent of the segment. These are 
the people who want to try the product first. According to the researcher, these 
people are daring, they enjoy innovative concepts. To cater to this demographic, 
advertisers need to do very little or nothing. The second group according to the 
researcher is made up of approximately 13.5 percent of the segment, and they 
are called early adopters. These individuals represent opinion leaders. They ap-
preciate leadership positions and welcome opportunities for change. These people 
are already aware of the need for improvement, so it is very easy for them to 
embrace new ideas. Strategies for catering to this community include the use of 
manuals and knowledge sheets for implementation. Early Majority is the third 
group to represent the next 34 percent of the segment. These individuals are 
rarely leaders, but they adapt to the new ideas of the average person. However, 
they usually need to see evidence that the product works before they can imple-
ment it. The fourth group is the Late Majority, which is made up of about 34 
percent of the segment. Such people are wary of transition, and will only em-
brace innovation after it has been attempted by the majority. Strategies for ap-
pealing to this demographic is to provide details about how many others have 
attempted and successfully implemented the concept. In the fifth and final cate-
gory are the Laggards, these people make up 16 percent of the segment. Tradi-
tionally these people are very old-fashioned. They are very cynical about transi-
tion, and they are the toughest people to get on board. Tactics to cater for this 
demographic consist of figures, fear petitions, and pressure from people in the 
other adopter classes. However, Everett Rogers mentioned that the stage at 
which an individual adapts innovation and achieves diffusion involves the rec-
ognition of the need for innovation, the choice to adopt (or reject) innovation, 
the initial use of the innovation to test it, and the constant use of the innovation 
(Figure 3).  
 The S Curve 

The S-curve was first used by Fisher & Pry (1971), as a depiction of the evolu-
tion of a product. According to the S-curve theory, during the immediate launch 
of new technology, diffusion is said to be sluggish and rises at a low rate, reflecting  
 

 

Figure 3. Diffusion of innovation theory. 
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the comparatively slow rising portion at the beginning of the curve. Then, when 
the commodity becomes the industry standard, the major part of the potential 
market accepts the technology, and the pace of diffusion upsurges rapidly, signi-
fying the middle part of the curve where it gets steep. Finally, the technology 
reaches its peak in the last phase. At this stage, all potential customers are seen 
using the new technology, and the diffusion reaches its peak at the end, which is 
represented by the S-curve becoming a horizontal line again. Tidd and Bessant 
(2018), used the S-curve for example, to explain the context of product dissemi-
nation, i.e. the mechanism through which the product concept is spread over 
time using certain networks and participants of the social networks. Tidd & 
Bessant’s interpretation portrays the S-curve as a pattern of a product’s market 
penetration (Figure 4). 

2.2.3. Disruptive Innovation Theory 
The study of disruptive innovation theory draws its theoretical inspiration from 
innovation disruption theory by Christensen and Raynor. Disruptive innovation 
theory is a competitive reaction theory (Christensen et al., 2015). The disruption 
theory clarifies how well-established businesses leave themselves vulnerable to 
upstart competition by abandoning the lower end of the market. The four main 
elements of this theory are: 1) market leaders move along the path of sustainable 
innovation; 2) meeting customer needs; 3) being able to adapt to disruptive 
threats; and 4) the incumbent ends up floundering as a result of the disruption 
(Christensen et al. 2015; King & Baatartogtokh, 2015).  

According to Christensen and Raynor (2003), In the first aspect of the theory, 
successful managers seek to create better products that can be sold to unsatisfied 
customers in more profitable market segments with higher profit margins (ibid. 
2013). The second component of Christensen and Raynor’s theory is that the 
rate of innovation along the route of a clear value proposition always surpasses 
the consumer’s readiness to use it at any level of the market. The theory sug-
gests that a company whose products are firmly based on the current needs of 
conventional consumers could override what those customers will do or need 
in the future. In the third aspect, Christensen and Raynor conclude that existing  
 

 

Figure 4. The S curve of adoption of innovation. 
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businesses already have the skills to thrive, but managers are unable to use those 
skills to combat potential disruptors. The researchers went on to demonstrate 
that these innovative goods from new entrants have different characteristics as 
they are tested against the value proposals of the incumbent companies when 
they launch goods that rely on the protection of innovation, usability, comfort, 
and cost-effectiveness. The scholars concluded that managers fail to comprehend 
the potential risk during that point in time to address the situation (Christensen 
& Raynor, 2003). The last factor in the theory of disruptive technology or inno-
vation is that the incumbents are floundering due to disruption. According to 
Christensen, companies with such innovations will often enhance the efficiency 
of their goods and thus ultimately take over the older markets (Figure 5).  

2.3. Empirical Review on Continuous Digital Disruption 

Despite widespread ignorance of its core concepts, the definition of digital dis-
ruptive has gained considerable global attention among practitioners (Elbanna & 
Newman, 2016; Gartner Glossary, 2016; Legner et al., 2017; Gimpel et al., 2018; 
Parida, Sjödin & Reim, 2019). Similarly, underlying disruption work has sparked 
regular citations and heated debate in academic circles, but empiric research 
barely discussed their central theoretical arguments because the theory of digital 
disruption poses some interesting contradictions, and the main principles of the 
theory are still widely ignored (Christensen et al., 2018). According to Von Briel 
et al. (2018) expedition and facilitation of a company’s start-up cycle are among 
the advantages of digital disruption and emerging technologies. However, re-
search has shown that the root cause of any disruptive technology or digital dis-
ruption in today’s industry is the digitalization or development of digital tech-
nology (Dobbs et al., 2018). Christensen (1997) described digital disruption as an 
evolving technology based on conventional standards, with lower costs and bet-
ter performance but higher auxiliary capacity. Ganguly et al. (2010), Palekar and 
Sedera (2012) reported that digital transformation is detrimental to the effi-
ciency of media organizations as digital disruption or transformation can lead 
to job losses (Fairlie & Fossen, 2018). On the other hand, their study found that  
 

 

Figure 5. Illustrates the key ideas of the theory of disruption. 
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organizational digitization could reduce the risk of human unemployment (Fos-
sen & Sorgner, 2018). Gartner Glossary (2018), argued that digitalization is the 
use of digital technology to transform the business model and create new ways to 
generate revenue and value.  

Gobble (2018) contended that digitization is a simple process of transforming 
analogue to digital information that can lead to digital disruption. He also stated 
that digitization corresponds to the use of digital technologies to generate and 
extract value in new ways, and possibly in digitized information. Greeven et al. 
(2018) stated that digital disruption is the development of business models and 
processes that take advantage of digital opportunities. Rachinger et al. (2019) 
argued that digitization (i.e. the process of converting analogue data into digital 
data sets) is the basis for digital disruption, He further defined it as the exploita-
tion of digital opportunities through the integration of various technologies (e.g. 
cloud technology, sensors, big data, 3D printing) that can open up new possibili-
ties and potentially generate digital disruption. In this study, digital disruption is 
therefore the introduction of emerging technologies into all facets of the busi-
ness, which radically alters the way the company operates and gives value to its 
clients. This digital transition continues to have an impact on companies, firms, 
and organizations in Malaysia. However, the advancement of technology, user 
expectations, and competitive pressure are factors described in this study as 
possible determinants of continuous digital disruption, using perceived ease of 
use role as a mediator. 

2.4. Literature Gap 

Although several researchers have been investigating key factors for digital dis-
ruption, such as the Internet of Things (IoT), cloud computing, big data, etc., the 
findings are still contradictory and inconclusive. Also, previous studies on digital 
disruptive or disruptive technologies focused on developed countries with well- 
established ICT and various aspects of digital disruption rather than technologi-
cal advancement, competitive pressure, and user expectations on continuous 
digital disruption using perceived ease of use as a mediator (Legner et al., 2017; 
Fossen & Sorgner, 2018; Parida et al., 2019). Teo et al. (2018) investigated digital 
disruption in Malaysian transport using Grab as a case study found that Grab 
car-sharing sweeps travellers and drivers from traditional taxi services to their 
systems through digital technology. Similarly, the World Bank (2018) asserts 
that Malaysia as a developing nation should not allow digitalization that has re-
duced the entire world to a miniature society pass them by. Consequently, re-
solving this research gap provides a significant opportunity for further studies. 
Elbanna and Newman (2016) indicated that the nature of digital innovation, 
digital transformation, and digital competitiveness should be further studied. 
Ganguly et al. (2010) suggested that further case studies should be used to test 
and verify disruptive technologies. Based on these recommendations, this study 
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is carried out to add to the never-ending debate about the impact of technologi-
cal advancement, competition pressure, and user expectations on continuous 
digital disruption, with perceived ease of use acting as a mediator. Below is a 
conceptual framework that reflects the correlation between the variables. 

2.5. Conceptual Framework and Hypothesis 

The following conceptual framework and assumptions were proposed to analyze 
the relationship between the independent, mediator, and dependent variables 
based on a detailed literature review of factors driving continuous digital disrup-
tion. To conclude, many studies have discovered that technological advance-
ment, user expectations, and competitive pressure are important drivers of on-
going digital disruption, with perceived ease of use acting as a mediator (Table 
1).  

Similarly, continuous digital disruption was seen as putting companies and 
entrepreneurs on their toes causing them to come out with quality products at 
affordable prices for consumers. In the same way, continuous digital disruption 
gives companies new opportunities in their day-to-day operations, because per-
ceived ease of use enhances the willingness of consumers to pursue digital dis-
ruption as they find it convenient to utilize the technological innovations they 
create (Figure 6).  
 

 

Figure 6. Conceptual framework. 
 
Table 1. Proposed hypothesis for the conceptual model. 

H1: Advancement of technology has a significant impact on continuous digital disruption 

H2: Competitive pressure has a significant impact on continuous digital disruption 

H3: User expectation has a significant impact on continuous digital disruption 

H4: Advancement of technology has a significant impact on perceived ease of use 

H5: Competitive pressure has a significant impact on perceived ease of use 

H6: User expectation has a significant impact on perceived ease of use 

H7: Perceived ease of use as a mediator in the relationship between the Advancement of 
technology, Competition pressure, User expectation, and Continuous digital disruption. 
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2.5.1. Advancement of Technology on Continuous Digital Disruption 
Research has shown that one of the key factors contributing to the unceasing 
digital disruption that the world is experiencing today is the massive advance-
ment of technology. The World Economic Forum (2017), has estimated statisti-
cally that as a result of technological advancement, 90 percent of the world’s 
population will have access to the Internet, and by 2025 more than 50% of In-
ternet traffic will go to household appliances and smartphones. According to 
Chui et al. (2016) rapid technology advancement growth could automate 45 
percent of people’s activities they pay to do, with other professions getting more 
than 30 percent of their constituent activities automated. The World Robotics 
Report (2016), also forecasted 2.6 million units by 2019. The report also stated 
that massive advances in cloud computing, the Internet of Things, data science, 
robots, drones, cognitive systems, the internet, computer devices, and commu-
nications technologies are key determinants of digital disruption. According to 
PwC (2017), the most recent technological revolution (artificial intelligence, ro-
botics, and new software-enabled platforms) facilitating the high stakes in the 
global digital transformation game is currently in progress. Similarly, an Infosys 
Limited (2018), revealed that emerging technologies represent 86 percent of vi-
sionaries or entrepreneurs’ largest determinants or drivers of continuous digital 
disruption. Another study conducted by Avanade Digital (2017), revealed that 
the key drivers of digital disruption are technology innovation. Results of the 
study further showed that over 12 months, approximately 48 percent of deci-
sion-makers state that adopting emerging technology is the main strategic goal 
of their company while raising productivity by 41 percent and enhancing safety 
by 34 percent. Bumann & Peter (2016), confirmed that technological advance-
ment has a far-reaching impact on digital disruption since big data and clouding 
dramatically reduce digital disruption-related costs. Bughin et al. (2017) also 
noted that technology advances can provide significant value that is not asso-
ciated with work replacement which can allow companies to find new ways to 
identify customer needs, enhance operations through the use of predictive main-
tenance software, optimize work documentation and react quickly to changes 
that affect product quality. Chartered Accountants Australia & New Zealand 
(2015) established that advancement of Technology has changed innovative is-
sues and how business is conducted in the world today and has been disruptive. 
Therefore, the study predicts that: 

H1: There will be a significant impact between advancement of technology 
and continuous digital disruption. 

2.5.2. Competitive Pressure on Digital Disruption 
In this research, competitive pressure was recognized as one of the main factors 
for continuous digital disruption. Competition pressure was described as the 
degree to which companies operate within the industry in a competitive atmos-
phere (Lertwongsatien & Wongpinunwatana, 2003). Pfeffer and Leblebici (1977) 
showed that companies are likely to be creative in this competitive climate due 
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to massive rivalry (Orlikowski, 2000). Reich and Benbasat (1990) claimed that 
companies disperse capital in a highly competitive market for the provision of 
creative goods or services for their customers. Tech Wire Asia (2018) also noted 
that today’s digitally transformed environment presents new and unpredictable 
competitive challenges that companies need to survive and to succeed. Their 
survey showed that 90% of firms are facing increased competition from digital 
companies, either from existing rivals or new entrants. According to the scho-
lars, many empiric studies have also shown that greater incentives motivate 
companies to accept innovation which results in higher competitive demand. 
Ford (2015) established that corporations need to incorporate Artificial Intelli-
gence and robotics to remain competitive, as robots can do research faster and 
cheaper than humans. This finding indicates that there is a great link between 
competitive pressure and continuous digital disruption. Bughin and Van Zee-
broeck (2019), research findings stated that across countries, digitization has a 
significant negative impact on the profits of incumbents through two loop ef-
fects: digital entrants competing with incumbents through disruptive models, 
and incumbents responding to disruption and creating more intense competi-
tion with each other. According to the scholars, these two loop effects suggest 
that organizations should go on the offensive as a successful digital strategy that 
is built on a scale larger than that of the rest of the industry yields the largest re-
turns and may offset the full competitive impact of digitization. Their research 
further suggests companies should consider at least two dimensions when de-
vising the type of bold reactions needed to compete: 1) concentrating on new 
customer segments rather than exclusively on current customers, and 2) focus-
ing on new ways to re-segment the market, instead of relying solely on cost cut-
ting and labour saving through automation. Therefore, the proposed hypothesis 
is accepted even though the significant impact was negative.  

Also, scholarly research sources have identified a significant positive relation-
ship between competitive pressures and continuous digital disruption. For in-
stance, digital innovation was believed to present structural transition problems 
for sectors that have historically had little competition due to regulations such as 
taxis and short-term housing (Productivity Commission, 2016). The Productivi-
ty Commission’s (2016) findings; reported that the implementation of emerging 
technologies translates into efficiency gains in terms of higher quality goods and 
increased competition. An external study conducted by Infosys Limited (2018) 
found that a major driver of digital disruption was market competition (76 per-
cent). Rachinger et al. (2019) also found that digitization helped to make the 
sector more productive. This indicates a positive relationship between the digital 
transition and the competitiveness of the business. Lertwongsatien & Wongpi-
nunwatana (2003) examined the adoption of e-commerce in Thailand in the same 
year by small and medium-sized enterprises and found that users of e-commerce 
are more likely to implement disruptive innovations in an increasingly competi-
tive climate. Therefore, the study predicts that: 
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H2: There will be a significant impact between competitive pressure and con-
tinuous digital disruption. 

2.5.3. User Expectation on Digital Disruption 
In this study, the expectation of users or customers was also considered a deter-
minant in continuous digital disruption. According to Verhoef et al. (2019), past 
studies have shown that consumer expectations have a huge effect on continuous 
digital disruption. Deloitte (2018) claimed that the boom in connectivity and in-
formation availability (digital disruption) has squarely placed consumers, staff, 
residents, patients, and others in the driver’s seat. Maricar (2014) also found that 
user expectations in terms of ease of access, ease of payment, complete data, and 
protection have a positive impact on disruptive innovations. According to re-
search, digital disruption and consumer expectations are moving hand in hand. 
These surveys reported 100 statistical data highlighting the success and value of 
digital transformation, its impact on consumer services, digital challenges, and 
opportunities for the future (Forbes, 2020). Krouskos et al. (2018) concluded 
that the market landscape is changing and that technological and digital tech-
nology developments do not only inspired customers but also allows businesses 
to collect, process, and interpret data in new ways to better inform strategic de-
cisions and improve the way they work. According to the researcher, digital 
disruption has significantly helped the consumer. Tech Wire Asia (2018) stated 
that consumers are reshaping the industry and deciding how businesses work 
through various networks and geographical locations, and how quickly and effi-
ciently businesses respond to their needs depends on keeping the technology 
running.  

The findings of the survey conducted by Avanade Incorporation have also 
shown that 60% of respondents now state that consumers expect more advanced 
and personalized digital experience (Avanade Digital, 2017). McQuivey (2014) 
suggests that businesses need to digitally change their products and processes to 
improve their next customer experience. Similarly, an external report by Infosys 
Limited (2018) reported that the changing needs of end-users are among the 
main drivers of digital disruption. These results indicate a significant link be-
tween user expectation and continuous digital disruption. Therefore, the study 
predicts that: 

H3: There will be a significant impact between user expectations and conti-
nuous digital disruption. 

2.5.4. Advancement of Technology & PEOU 
The Technology Acceptance Model (TAM) is an extension of Ajzen and Fish-
bein’s Reasoned Action Theory (TRA) (Priyanka and Kumar, 2013), a theory 
pioneered by Davis (1986), which has since undergone many modifications and 
validations. The theory seeks to explain factors that influence technological ac-
ceptance actions in the use of information technology, and a parsimonious 
theoretical explanatory model (Bertrand and Bouchard, 2008). Ducey and Coo-
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vert (2013) states that TAM requires perceived ease of use of a product because it 
is the primary determinant of user behaviour and technical acceptance. Teo 
(2013) also identified a variety of factors that encourage the use and acceptance 
of the technology. He explains human disparities, social conditions, beliefs, atti-
tudes, and contextual triggers, such as perceived ease of use as factors that pro-
mote the inclination to use innovation and enhance the ability to accept or op-
pose it. Additionally, Teo (2013) argued that a person’s actions are affected by a 
desire driven by perceived ease of use that heralds actual behaviour. According 
to Cascio & Montealegre (2016), knowledge calls for the effective use of digital 
technology as technological innovation has become a weapon that facilitates 
access and the use of up-to-date knowledge tools to enhance efficiency and 
growth. Devanandan and Lakshmi (2018), argued that effective access to and use 
of information resources in the 21st century depends on the ability to use infor-
mation technology tools efficiently. Adeniji et al. (2018), contended that failure 
to demonstrate expertise in this field could lead to technological resistance, 
which has been recognized as a key reason for impeding the introduction of new 
technologies in organizations. According to the World Economic Forum (2017) 
recognition of technological developments would lead to a better estimation of 
the use of new information technologies. The study of Alsamydai (2014), also 
shows that, due to perceived ease of use, confidence in the use of technology can 
lead to increased personal power, flexibility, and the correct use of knowledge. 
Thus, increased awareness of the ease of use of a product can, therefore, contri-
bute to improved productivity. The World Forum (2017) also revealed that the 
inability to monitor and consider the use of emerging technologies or advances 
in technology could be daunting, which could ultimately lead to anxieties or the 
degree to which the standard of decision-making could be degraded in an or-
ganization. Therefore, the study predicts that: 

H4: There will be a significant impact between advancement of technology 
and PEOU. 

2.5.5. Competitive Pressure and PEOU 
Competition pressure was identified as another effective driving force since the 
early stages of digital disruption research (Lippert and Govindarajulu, 2006; Lin 
and Lin, 2008). Zhu et al. (2006), described it as the magnitude of pressure that 
businesses feel from contenders in the industry. Industrial competition is typi-
cally seen as having a positive effect on the adoption of IT, particularly where 
innovation influences competition and the adoption of new technologies to con-
tend in the market is a strategic necessity (Ramdani et al., 2009). Porter and Mil-
lar (1985) also mention that adopting information systems is useful when viewed 
as ease of use because it allows businesses to adjust their business landscape in 
terms of market rules according to the nature of the industry and the perfor-
mance of their rivals (Melville et al., 2004). For example, the presence of key 
players in SMEs’ external digital advancement setting such as government, com-
petitors and a company’s trading partners gives SMEs enough incentive to en-
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gage in internet marketing activities because of their perception of ease of use 
(Bruque & Moyano, 2007; Awa et al., 2017). Similarly, these results are con-
firmed by past literature, in which much attention has been given to the impact 
of competitive pressure on the acceptance and use of technologies (Bruque & 
Moyan, 2007; Dhurup & Dlodlo, 2013). However, the findings relating to its ef-
fect remain conflicting. E-commerce research conducted by Premkumar and 
Roberts (1999) has shown that there is a positive correlation between competi-
tive pressure and the adoption of new information technologies in rural small 
businesses because these technologies are user-friendly (Oliveira et al., 2016). 
Iacovou et al. (1995) emphasized this connection when it comes to introducing 
new technology in small businesses. By contrast, Thong (1999) found that eco-
nomic rivalry had very little effect on the adoption of e-commerce by small 
businesses (Zhu et al., 2006). Since several studies claim that competitive pres-
sure has a positive impact on the adoption of innovation as a result of perceived 
ease of use, it is assumed that competitive pressure has a significant positive im-
pact on perceived ease of use. The analysis assumes that: 

H5: There will be a significant impact between Competitive pressure and 
PEOU. 

2.5.6. User Expectation and PEOU 
Perceived ease of use has a strong relationship with consumer preferences ac-
cording to Joo and Kim (2017). Researchers investigated PEOU in a variety of 
ways and proposed PEOU as a key component of technology model acceptance 
and continue use (TAM) (Davis, 1989; Moon & Kim, 2001). Studies have also 
confirmed a positive relationship between consumer expectations and the per-
ceived ease of use (Thong et al., 2006). Davis (1989) also maintains that PEOU is 
central to user awareness and cognitive belief in deciding user attitudes towards 
new technologies and behaviours to use (Thong et al., 2006). Numerous reports 
have shown that PEOU affects consumer preferences (Hong et al., 2006; Liao et 
al., 2007). Finally, Kujala et al. (2017), noted that preferences determine what a 
person wants to get from the service and are shaped by the needs of the client 
and the level of abstraction during the assessment process. Perceived ease of use 
from the Information Technology (IT) literature was described as a key building 
block for testing and evaluating user acceptance and expectations of a particular 
technology. Revels et al. (2010), confirmed that PEOU is a major motivating 
factor for consumers’ desire to use technology. Pena-García et al. (2020), stated 
that, if consumers feel it is easy to use, their behaviour will be adapted to the new 
technologies. Amin et al. (2014), concluded that there is a positive relationship 
between PEOU and consumer expectations. Therefore, the analysis predicts that: 

H6: There will be a significant impact between User expectation and PEOU. 

2.5.7. Perceived Ease of Use as a Mediator 
PEOU is interpreted as the extent to which users perceive the ease with which 
they participate in digital technology to promote their work or to access the cor-
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rect and useful information they need. PEOU is used in several forms, e-mail, 
e-commerce, m-commerce, and wireless. PEOU is an element of recognition for 
emerging technologies (Damerji & Salimi 2020). Wei et al. (2009) reported that 
the practicality of user-friendly technology will affect the target of initial imple-
mentation or continuity of an innovative product, regardless of whether the 
technology is perceived to be useful. Chong and Yahya (2014), concludes that 
PEOU is an intrinsic measure due to constant technological development since it 
is a major indicator of market acceptance for emerging technologies (Cheong 
and Park, 2005; Snowden et al., 2006). Hubert et al. (2018) argue that there is a 
close link between PEOU and technological advances. According to scholars, 
user expectation may be influenced by the ease of use of technology and indi-
rectly influence user intention to implement it. This finding is further supported 
in the implementation of mobile networks (Hong et al., 2006; Lee and Chung, 
2009; Mouakket, 2009).  

Furthermore, previous studies have shown both direct and indirect effects of 
PEOU on the perceived value or intent of increasing smartphone users (Hubert 
et al., ‎2018). Davis (1989) suggested a constructive relationship between PEOU 
and consumer expectations. Davis (1989) in his research findings stated a con-
structive relationship between PEOU and consumer expectations. Past researches 
identified user expectation as having a significant impact on perceive ease of use. 
According to the scholars, user expectation may be influenced by the ease of use 
of technology and indirectly influence user intention to implement it. Their 
findings are further supported in the implementation of mobile networks (Hong 
et al., 2006; Lee and Chung, 2009; Mouakket, 2009). Ke et al. (2012) research 
findings reported that If user acceptance tests are performed the risk of user re-
jection could be reduced and preventive and predictive measures could be ap-
plied to ensure future user acceptance. In digital environments, scholars con-
firmed that user expectation positively influences Perceive ease of use (Joo & 
Kim, 2017; Oghuma et al., 2016). Similarly, Kim and Forsythe (2010), empha-
sized that once the users’ expectation with an initial experience is satisfied, they 
likely to use such services to maintain the cognitive balance. In the same way, 
Joo and Kim (2017), research findings concluded that user expectation has a sig-
nificant correlation with perceive ease of use. Hence, these results indicate a sig-
nificant link between user expectation and perceive ease of use. Competition 
pressure is another intrinsic measure among rival companies influenced by 
PEOU. Competitive pressure is also defined as the extent to which companies 
operate in a competitive atmosphere within the industry (Lertwongsatien & 
Wongpinunwatana, 2003). Pfeffer and Leblebici (1977) revealed that companies 
are likely to implement innovation in this competitive environment because of 
intense competition, given that certain rivalry goods are considered more us-
er-friendly than others. Reich and Benbasat (1990) suggested that an enterprise 
should be able to allocate resources to deliver new goods or services in an ex-
tremely harsh environment to respond to rivals when the rival company’s prod-
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ucts are adapted because they are considered easy to use and useful (Ray et al., 
2012). Most empirical studies have shown that higher opportunities for innova-
tion are correlated with higher competitive pressures due to perceived ease of 
use of innovative goods. Lertwongsatien & Wongpinunwatana (2003) found that 
e-commerce consumers are more likely to adopt new technology in a highly 
competitive market because they find it convenient to use. It is therefore pro-
posed that PEOU should be positively linked to competitive pressure. Thus, the 
analysis predicts that:  

H7: Perceived ease of use as a mediator in the relationship between the Ad-
vancement of technology, Competition pressure, User expectation, and Conti-
nuous digital disruption. 

3. Methodology 
3.1. Introduction 

The aim of the research was to explore the impact of the advancement of tech-
nology, competitive pressure, user expectation on continuous digital disruption, 
using perceive ease of use role as a mediator in Kuala Lumpur Malaysia. This 
chapter is the methodology of the study. It consists of the Research paradigm, 
Research design and strategy, Data collection method, Data instrument, Target 
population, Sampling size and Sampling technique, Ethical issues and Accessi-
bility, and Data analysis plan. 

3.2. Research Paradigm 

The study of literature by field experts contributes to a thorough understanding 
of the research paradigm’s significance. For example, Kuhn (1962), an American 
philosopher was the one who used the term paradigm for the first time in the 
sense of scientific revolutions to denote a philosophical way of thinking. In 
Greek, the word has its aetiology, meaning pattern. Lather (1986) points out 
that, the research paradigm reflects the trust the researcher has in the world in 
which he/she lives and wants to live. He further stated that the way a researcher 
sees the world is guided by universal beliefs and concepts of how he/she inter-
prets and behaves within the world. This means the research paradigm is the 
mirror that a researcher uses to see the world. According to Kivunja and Kuyini 
( ‎2017), the Research paradigm is the theoretical context in which the researcher 
discusses the methodological aspects of the research project. Kivunja added that 
the research paradigm was defined by field pioneers as a specific set of beha-
vioural or study-based beliefs or world views. 

According to Saunders et al. (2016), research paradigm has four main distinct 
philosophies namely: positivism, interpretive, critical realism, and pragmatic. 
The researcher further stated that these philosophies can be further classified by 
an analysis of ontology, epistemology, and methodology. Ontology is essentially 
concerned with the nature of reality. Epistemology explains the relationship be-
tween the investigator and his interpretation of the evidence. Methodology is the 
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different methods and techniques used to examine the study. According to Bur-
rell and Morgan (2019), one of the pillars of research is the ability to explain the 
decision to accept or reject a theory. The scholars argued that, in order to prop-
erly assess the design, methodology, and interpretation of the research, it is im-
portant to understand these paradigms, their origins, and core values, to deter-
mine which one is suitable for the study. 

Positivism research paradigm was chosen for the study because based on the 
research objective positivism is linked to established and extremely organized 
data collection methods since it is observable and measurable (Saunders et al., 
2016). Another reason why this study chose positivism philosophy was that the 
analysis was purely quantitative and research has shown that positivism research 
philosophy is best suited for a purely quantitative study compared to an inter-
pretive paradigm, critical realism paradigm and pragmatic paradigm where 
science can never be separated from its values and beliefs and ultimately can af-
fect how data are collateral.  

3.3. Research Design and Strategy 
3.3.1. Research Design 
Leedy (1997) describes research design as a study strategy that sets out the over-
all context for the collection of data and theoretical procedures with a strategic 
response structure or blueprint. Akhtar (2016), stated that research design is a 
strategic action mechanism that acts as a bridge between research issues and re-
search strategies which have been developed or implemented. The scholar added 
that the word “research” is derived from the Latin word meaning learning (Blan- 
che et al., 2006). Lastly Sileyew (2020), established that research designs use 
well-designed methodologies to collect data and analyse the results which disse-
minate the findings that lead to the generalization of information.  

According to research, there are three types of research designs, namely ex-
ploratory, descriptive, and explanatory studies. Explanatory research design was 
chosen for this study because it emphasizes the link between cause and effect 
(Rahi, 2017). Research also indicated that study approach may be quantitative, 
qualitative, or mixed. The differences between quantitative (deductive) and qua-
litative (inductive) data are numerical and non-numerical; the mixed method, 
on the other hand, is made up of both quantitative method and the qualitative 
method (Weinreich, 2009). This research adopted the quantitative approach be-
cause the study aimed at testing theories, analysing evidence, illustrate the cor-
relation between the variables, and to predict results (Weinreich, 2009). Saund-
ers et al. (2016) stated that the use of quantitative data for data collection, such 
as a questionnaire, yields numerical data, whereas qualitative data, such as inter-
views, produces non-numeric data. The research methodology, therefore, adopted 
a quantitative approach, as the research seeks to explore the impact of technolo-
gical advancement, competitive pressure, and user expectations on continuous 
digital disruption using perceiving ease of use role as a mediator in Kuala Lum-
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pur Malaysia. 

3.3.2. Research Strategy 
The research strategy is a step-by-step action plan that guides the thinking of re-
searchers and their activities, enabling the researcher to carry out systematic and 
planned research to achieve consistent outcomes and detailed reporting (Shaw et 
al., 2018). Hiles added that research strategy aids the researcher to remain fo-
cused, reduce tension, improve quality, and saves time and money. According to 
Almalki (2016), Research design is the design of the researcher’s bolts and nuts, 
outlining the rationale for the analysis and the experiments that the researcher 
must carry out in order to achieve the desired objectives. Saunders et al. (2016) 
reported that the research approach consists of exploration, survey, case study, 
ethnography, narrative research, grounded theory, action analysis, and archival 
research. According to literature, there are two main types of research strategies. 
They are cross-sectional and time series. A cross-sectional analysis strategy was 
adopted in this study. A cross-sectional analysis was adopted because according 
to Caruana et al. (2020), cross-sectional analysis consists of observations that can 
be done at a single point in time from different groups or individuals with simi-
lar characteristics. Cross-sectional analytical was selected because cross-sectional 
data can be extracted from quantitative data processing analysis using clear and 
accurate correlation analysis (Saunders et al., 2016).  

3.4. Data Collection Methods 

According to Sapsford and Jupp (2012), the process of data collection is the 
careful collection of the required facts, with the least possible manipulation, so 
that the study can provide accurately, and rational answers. Kabir (2016) de-
scribed data collection method as a method for obtaining data from all available 
sources, in order to find answers to the research questions, testing the hypothe-
sis, and evaluating the results. Levario et al. (2016) reported that the analysis of 
data is a systematic way of gathering and analysing information from a variety of 
sources to gain a complete and accurate image of the subject area. 

According to literature, there are two main types of research-based data col-
lection methods: primary data collection methods and secondary data collection 
methods. According to Saunders et al. (2016), Primary data collection is a me-
thod of gathering the original data or first data that the researcher specifically 
needs for the study. Examples of primary data include interviews, survey ques-
tionnaires, focus groups, observations, and experiments (Vijay & Sharma, 2020). 
Secondary data collection is a source of data that has already been published in 
books, newspapers, magazines, blogs, and web portals, and so on. In this study, 
the primary data collection method was adopted and the survey questionnaire 
was identified as the best method for the data collection among the different 
types of primary data collection methods. The survey questionnaire was chosen 
for this study because, according to Sommer & Sommer (2001), the survey ques-
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tionnaire examines the subject’s views and can be self-governing. The data of 
this study was gathered using an online survey questionnaire (social media) 
which was developed using the Google survey form application. The survey ques-
tionnaire developed was distributed to the predefined sample size using What-
sApp. Respondents were requested to demonstrate their magnitude of agree-
ment or disagreement on a 5-point Likert Style Statement which allowed the re-
searcher to investigate the relationship between the variables and to explain the 
cause and effect of the relationship between the variables. 

3.5. Data Instrument 

According to Thomas (2016), Data instruments are data collection tools, ma-
chines, or processes. Lavrakas (2018) also mentioned that a paper questionnaire 
or a computerized interview are examples of data instruments. According to Ka-
bir (2016), all forms of data collection include case studies, checklists, interviews, 
observations, and survey questionnaires. Glasow (2005) reported that data col-
lection is aimed at collecting reliable evidence that helps researchers to provide 
convincing and accurate answers to the questions raised. Zohrabi (2013) con-
cluded that the accuracy and reliability of any research project depend primarily 
on the appropriateness of the data collection tools used. 

An online questionnaire was adopted in this research and a 5-point Likert 
scale ranging from 1 = “Strongly Disagree”, 2 = “Disagree” 3 = “Uncertain”, 4 
= “Agree”, 5 = “Strongly Agree” was chosen to measure all the variables be-
cause according to Taherdoost (2019), The 5-point Likert scale helps increase 
response rate and response efficiency and minimizes the frustration level of 
the respondents. The study also included demographic questions in the survey 
questionnaire because according to Sifers et al. (2002), Demographic questions 
allow researchers to obtain background information about their participants in 
the survey and better interpret their data. Similarly, Jung and Ejermo (2014) 
mentioned that common demographic questions used in research include age, 
gender, race, ethnicity, education, and employment, but may include any back-
ground features that the researcher considers to be important to the research 
project. Gender, age, nationality, marital status, educational level, occupation, 
work position, and range of monthly income are demographic issues used in 
this study. 

3.6. Target Population 

The target population, according to Ary, Jacobs, and Rezavieh (2002), refer to 
the whole group of people to whom the results of the study are related. Accord-
ing to Bartlett et al. (2001), the target population is a subset of a real or hypo-
thetical set of individuals, events, or artifacts that the scholar wants to extrapo-
late to the findings of the study. The target population for this research consists 
of people 18 years of age and older in Kuala Lumpur Malaysia using or working 
with digital technologies. 
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3.7. Sample Size and Sampling Method 

The size of the sample according to Saunders et al. (2016), is a relatively small 
and a subset of the target group that accurately reflects the overall group, and 
allow the population as a whole to obtain an accurate (within reasonable limits) 
image of the different aspects of the study interest. The researchers declared that 
data from the entire population would be difficult to obtain; so, all study issues 
need to be addressed by selecting a sample size. In this research, 300 sample size 
was chosen, so 300 questionnaires were distributed but 292 valid questionnaires 
were received from respondents. This sample size was considered suitable for the 
research because Roscoe (1975) gave a “rule of thumb” for determining the size 
of a sample. The scholar stated that a sample size larger than 30 and smaller than 
500 is appropriate for most studies under Roscoe’s rule of thumb. As such, the 234 
responses received were considered to be an appropriate sample size for the study. 

According to research, there are two types of sampling techniques, namely 
probability and non-probability sampling techniques. Trochim & Donnelly 
(2006) defined Probability sampling methods as a random selection from a pop-
ulation of statistical samples. Taherdoost (2016), also mentioned that in the 
probability tests, each case is deliberately chosen from the target population and 
each sample had the same chance that the researcher would predict the statistics 
and characteristics of the target population. Random sampling, systematic sam-
pling, stratified sampling, and clustered sampling are examples of probability 
sampling. In Non-probability samples, each case of the sample is not assumed or 
chosen for the target population and therefore cannot have statistical characte-
ristics for the target population (Saunders et al., 2016). Convenience sampling 
methods, quota sampling methods, purposeful sampling methods, and snowball 
sampling methods are examples of non-probability sampling methods. In this 
analysis, due to ease of accessibility and low cost, the non-probability sampling 
method was preferred for the data collection and convenience sampling, which 
is one of the types of non-probability sampling methods was used to collect the 
data because according to Saunders et al. (2012), Convenience sampling is a 
sampling procedure where the first available primary data source is used for the 
analysis without additional parameters. The scholars mentioned that with this 
type of sampling, participants can be located anywhere they are found, and whe-
rever they are convenient (Showkat & Parveen, 2017). 

3.8. Ethical Issues and Accessibility 

Research ethics relates to behavioural norms that regulate the conduct of a re-
searcher in the interests of those who are subjects of the study or who are influ-
enced by the study (Saunders et al., 2016). According to Brannmark and Sahlin 
(2010), Ethical philosophy calls for justice, dignity, and respect for others. Zol-
kefli (2020) professed that researchers have a moral obligation to carry out ac-
curate and honest analysis of their results. The scholar also described infringe-
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ments of data as unethical and incompetent on the part of the researcher. The 
ethical values considered in this research include autonomy, privacy, and confi-
dentiality, along with a guarantee that the researcher would not transmit any of 
the data collected or manipulate any of the data collected from the respondents. 
Data were accessed and collected using an online survey questionnaire devel-
oped using Google survey questionnaire form. The developed survey question-
naire link was distributed to individuals on group platforms through WhatsApp. 
As this research survey focuses on self-selected convenience, respondents were 
not forced to participate in the survey but were allowed to partake in the survey 
solely based on their willingness to participate. The survey took approximately 
two weeks to gather 234 valid survey responses. 

3.9. Data Analysis Plan 

The data collected through the primary source questionnaire were analysed us-
ing SPSS AMOS (Arbuckle, 2013), in this study, two analyses were conducted. 
They are confirmatory factor analysis and structural equation modelling. The 
analysis of the data conducted has three objectives: to make the data appear bet-
ter, to test the data value, and to test the research hypotheses (Sekaran and Bou-
gie, 2013). Confirmatory factor analysis was carried out to test the research hy-
potheses and to help the researcher confirm or reject the measurement theory 
by summarizing the basic results to encourage understanding for both the re-
searcher and the reader. The confirmatory analysis was also carried out to check 
if the measurements of the construct are inconsistent with the researcher’s un-
derstanding of the existence of the constructs (or factors) because the purpose of 
the confirmatory factor analysis was to evaluate if the data match the hypothe-
sized measurement model (Campbell & Fiske, 1959). Additionally, the data col-
lected and analysed using the confirmatory factor analysis, was used as a repre-
sentation of the respondent’s sense of interest and therefore, was used as cate-
gorical data in the frequency tables to determine the relationship between the 
variables.  

Structural equation analysis was carried out in order to check the reliability, 
validity, and complexity of the study. Reliability statistics was used to calculate 
reliability and accuracy using Cronbach’s alpha, a reliability metric that shows 
how well the artifacts in a sequence are positively correlated with each other 
(Sekaran and Bougie, 2013). Inferential statistics was used to check the current 
hypotheses and to answer the research questions. These approaches were there-
fore used in this study to determine the impact of the three independent va-
riables and one mediating variable on the dependent variables. This means that 
the analysis of the confirmatory factor and the analysis of the structural equation 
modelling was used to assess the impact of advancement of technology, compet-
itive pressure, and user expectations on continuous digital disruption using 
perceive ease of use role as a mediator. 
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4. Results and Discussion 
4.1. Research Result Findings, Research Analysis and Discussion  

on the Analysis 

This chapter addressed the findings and analysis from 292 survey questionnaires 
obtained from the target population, 18 years or older, working with digital 
technologies in Kuala Lumpur (Malaysia), through an online survey. Respon-
dents were, assessed on the research topic: impact of advancement of technolo-
gy, competitive pressure, and user expectations on continuous digital disruption 
using perceive ease of use role as a mediator in Kuala Lumpur (Malaysia). 

After data collection, a series of data analyses were carried out, starting with 
demographic analysis, reliability, and normality testing using SPSS 22 statistical 
software. Subsequently, AMOS 22 was used to establish a causal relationship 
between the variables; using Factor Exploration Analysis (EFA), Confirmatory 
factor analysis (CFA), Discriminant, and Convergent Validity Measurement, 
Structural Equation Model (SEM) and Path Analysis.  

4.2. Demographic Analysis 

Demographic questions allow researchers to obtain background information 
about their participants in the survey. Such questions provide a framework for 
the data obtained from the study, enabling researchers to identify their partici-
pants and better interpret their data (Hauser and Duncan, 1972). Similarly, Jung 
and Ejermo (2014), mentioned that common demographic questions used in re-
search include age, gender, race, ethnicity, education, and employment, but may 
include any background features that the researcher considers significant to the 
research project. The demographic issues used in this study were gender, age, 
occupation, and monthly income range, as shown in Table 2. 

A total of 300 questionnaires were administered to the target population via 
an online survey, and 292 correct and accurate responses were provided for the 
study, reflecting a response rate of 97.33%. The gender profile shows that the 
majority of respondents were male 52.4%, 46.2% female, and 1.4% who preferred 
not to say so. The age distribution data showed that the age group of 25 - 34 had 
the highest response rate of 33.2%, followed by the age group of 18 - 24, 
representing 30.8%, followed by the age group of 35 - 44, representing 26.7%, 
followed by the age group of 45 - 54, representing 8.6%, and lastly the age group 
of 55, representing 0.7% and above. The data collected showed that 37.0% of 
respondents were employed, 0.7% were retired, 13.7% were self-employed, 
45.2% were students and 3.4% were unemployed. The monthly household in-
come range of respondents showed that 6.8% of income were higher than RM 
10, 000, 63.4% of income; were between RM 2000 - 4000, 14.0% of income; were 
RM 4001 - RM 6000, 8.9% of respondent’s income; were between RM 6001 - 
8000 and lastly, 6.8% of respondent’s income; were between RM 8001 - RM 10, 
000. 
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Table 2. Demographic statistics of the respondents’ profile. 

Gender Frequency Percent Valid Percent Cumulative Percent 

Female 135 46.2 46.2 46.2 

Male 153 52.4 52.4 98.6 

Prefer not to say 4 1.4 1.4 100.0 

Total 292 100.0 100.0  

Age Group Frequency Percent Valid Percent Cumulative Percent 

     18 - 24 years 90 30.8 30.8 30.8 

25 - 34 years 97 33.2 33.2 64.0 

35 - 44 years 78 26.7 26.7 90.8 

45 - 54 years 25 8.6 8.6 99.3 

55 years and above 2 0.7 0.7 100.0 

Total 292 100.0 100.0  

Occupation Frequency Percent Valid Percent Cumulative Percent 

Employed 108 37.0 37.0 37.0 

Retired 2 0.7 0.7 37.7 

Self-employed 40 13.7 13.7 51.4 

Student 132 45.2 45.2 96.6 

Unemployed 10 3.4 3.4 100.0 

Total 292 100.0 100.0  

Income Frequency Percent Valid Percent Cumulative Percent 

Above RM 10, 000 20 6.8 6.8 6.8 

RM 2000 - RM 4000 185 63.4 63.4 70.2 

RM 4001 - RM 6000 41 14.0 14.0 84.2 

RM 6001 - RM 8000 26 8.9 8.9 93.2 

RM 8001 - RM 10, 000 20 6.8 6.8 100.0 

Total 292 100.0 100.0  

4.3. Data Normality Analysis 

Normality analysis is used in statistics to assess whether the data collection is 
well represented by a normal distribution and to measure how likely a random 
variable would normally be distributed under the data set (Ghasemi and Zahe-
diasl, 2012). Normality analysis can be in the form of Graphical approaches 
which include the histogram and plot of normality and statistical approach, 
which is made up of two numerical shape measurements-skewness and excess 
kurtosis. According to research, the Normality test’s skewness measures the 
symmetry of data distribution, and kurtosis measures flatness and peakness of 
data distribution. Research also states that if skewness is not close to zero, then 
the data set will not be distributed normally (Ahad et al., 2011). In this study, 
normality testing was performed using a statistical method to assess whether the 
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sample data collected from the survey were normally distributed to draw a relia-
ble and accurate conclusion (Ghasemi and Zahediasl, 2012). 

The findings of the normality test for all variables in these studies are shown 
in Table 3. According to Hair Jr. et al. (2010) and George & Mallery (2010), the 
variable is relatively similar to the average if the normality measurement skew-
ness and kurtosis are between −1.0 and +1.0, respectively. This is considered the 
rule of thumb for excellence. The normality test results showed mainly the nor-
mal distribution of the variables in this analysis. Except for some few variables  
 
Table 3. Normality test with descriptive statistic. 

Descriptive Statistics 

 
N Mean Std. Deviation Skewness Kurtosis 

Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error 

AT1 292 4.534 0.5582 −0.673 0.143 −0.601 0.284 

AT2 292 4.021 0.9229 −0.833 0.143 0.213 0.284 

AT3 292 4.346 0.6477 −0.557 0.143 −0.285 0.284 

AT4 292 3.993 0.9342 −0.801 0.143 0.214 0.284 

AT5 292 4.401 0.6531 −1.006 0.143 1.475 0.284 

UE1 292 4.305 0.6883 −0.863 0.143 0.982 0.284 

UE2 292 4.024 0.7572 −0.662 0.143 1.007 0.284 

UE3 292 3.976 0.9097 −0.752 0.143 0.147 0.284 

UE4 292 4.068 0.7747 −0.744 0.143 0.772 0.284 

UE5 292 4.212 0.7480 −1.062 0.143 1.814 0.284 

CP1 292 4.452 0.6589 −1.165 0.143 1.679 0.284 

CP2 292 4.271 0.8406 −1.385 0.143 2.423 0.284 

CP3 292 4.079 0.9217 −1.032 0.143 0.884 0.284 

CP4 292 4.397 0.6934 −1.215 0.143 2.314 0.284 

CP5 292 4.212 0.7662 −0.751 0.143 0.431 0.284 

PU1 292 2.966 1.2513 0.235 0.143 −1.121 0.284 

PU2 292 3.979 0.8927 −0.923 0.143 0.880 0.284 

PU3 292 3.979 0.9003 −0.671 0.143 −0.235 0.284 

PU4 292 4.168 0.7661 −0.849 0.143 0.961 0.284 

PU5 292 4.120 0.7480 −0.645 0.143 0.312 0.284 

DD1 292 3.997 0.8102 −0.540 0.143 −0.117 0.284 

DD2 292 4.130 0.7252 −0.584 0.143 0.264 0.284 

DD3 292 3.880 0.9134 −0.632 0.143 −0.052 0.284 

DD4 292 3.959 0.8112 −0.547 0.143 0.146 0.284 

DD5 292 3.798 0.8597 −0.480 0.143 0.016 0.284 

Valid N (listwise) 292       
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such as AT5 which showed (−1.006) of skewness and (1.475) of Kurtosis, UE5 
also showed (−1.062) of skewness and (1.814) of Kurtosis, CP1 showed (−1.165) 
of skewness and (1.679) of kurtosis, CP2 showed (−1.385) of skewness and 
(2.423) of kurtosis, CP3 showed (−1.032) of skewness and a normal kurtosis, 
CP4 showed (−1.215) of skewness and a standard error of (0.143) and (2.314) 
kurtosis. PU1 on the other hand showed a normal skewness and (−1.121) Kurto-
sis. The skewness statistic in this study shows an overall satisfactory normal dis-
tribution except for six variables in the analysis. Also, Kurtosis statistics in this 
study showed that the overall normal distribution was satisfied, except for six of 
its variables which were outside the normal distribution of−1 to +1. 

Hair Jr. et al. (2014), however, reported that the value of skewness and kurto-
sis is considered acceptable if the values are reasonably closed to the normal 
range. The value of two variables in this analysis was not within the range but 
was closed to −1 these variables were AT5 with skewness value of (−1.006) and 
CP3 with skewness value of (−1.032). Similarly, research has shown that the 
score for skewness and kurtosis in the normality test ranges from −2.0 to +2.0 in 
normal univariate distribution (Trochim & Donnelly, 2006; Gravetter & Wall-
nau, 2014). Ghasemi and Zahediasl (2012) and Hair Jr. et al. (2014) state that in 
research with a large sample size (200 and above) small standard errors in nor-
mality tests may occur, even if the impact is insignificant. Therefore, based on 
these findings the skewness and kurtosis analysis of this research were consi-
dered acceptable, except for two kurtosis variables with values above +2.0, they 
are CP2 with a value of (2.423) and CP4 with a value of (2.314). Westfall (2014) 
claimed that high kurtosis means that rare extreme deviations cause variation, as 
opposed to moderate-scale deviations. A reliability check was, therefore, carried 
out to determine the reliability of these variables. 

4.4. Confirmatory Factor Analysis 

Confirmatory Factor Analysis (CFA) is a statistical multivariate technique used 
to check how well the variables calculated reflect the number of constructs 
(Lance & Vandenberg, 2002). Confirmatory factor analysis (CFA) is a method 
used to maintain or refute the principle of measurement. The purpose of the 
confirmatory factor analysis is to test if the data fit the hypothesized model of 
measurement Ozkok et al. (2019). Campbell & Fiske (1959) stated that Jöreskog 
initially created CFA to replace older methods such as the MTMM Matrix (Ky-
riazos, 2018). CFA is composed of four main characteristics, according to Brown 
(2006): Testing Measurement Invariance, Testing Method Measures, Construct 
Validation, and Psychometric Evaluation Measures. The study used confirmato-
ry factor analysis using AMOS 22 software to analyse whether the proposed 
model was suitable or fits the factor loadings indices, such as Degrees of Free-
dom (DF), Chi-Square Test, Comparative Fit Index (CFI), p-value, Normed 
Chi-Square and Root Mean Square Error of Approximation (RMSEA). Table 4 
sets out the suggested thumb rule for assessing the acceptability and consistency  
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Table 4. Summary of the acceptable ındex for confirmatory factor analysis. 

Name of 
category 

Name of 
Index 

Index full Name 
Level of 

Acceptance 
Literature 

Absolute 
Fit Indices 

GFI Goodness-of-fit Index >9.0 
Maiti and 

Mukherjee (1991) 

RMSEA 
Root Mean Square 

Error of Approximation 
0.03 - 0.08 

Hu and 
Bentler (1999) 

Normed 
Chi-Square 

Normed Chi-Square <3 Hair Jr. et al. (2014) 

Incremental 
Fit Indices 

NFI Normed Fit Index >0.9 Hair Jr. et al. (2014) 

TLI Tucker Lewis Index >0.9 Hair Jr. et al. (2014) 

CFI Comparative Fit Index >0.9 Hair Jr. et al. (2014) 

RNI Relative Noncentrality Index 0 - 1 Hair Jr. et al. (2014) 

Parsimony 
Fit Indices 

PNFI Parsimony Normed Fit Index >0.9 Wheaton et al. (1977) 

 
of the data sample in the confirmatory factor study (Hair Jr. et al., 2014) (Figure 
7).  

The CFA result shows that the model for this study appears to be justified and 
acceptable as a good fit model with all values within the acceptability level. Ac-
cording to Barrett (2007), 0.000 Chi-square values were statistically relevant for 
the overall model-fit assessment of this study. RMSEA result 0.081 indicates that 
this study’s model was good because Hu and Bentler (1999) mentions that 
RMSEA values ranging from 0 to 1 are a good fit for a model with lower values 
indicating better fitness. Hence, the 0.081 RMSEA value was deemed suitable for 
the model (Hooper et al., 2008). Normed Chi-Square was 2.901. The value of the 
normed chi-square should be less than 3.0 according to the thumb rule. As a re-
sult, the outcome satisfied the thumb rule, indicating a good fit between the 
sample data and the hypothesised model (Kline, 2005). However, the value of the 
Comparative Fit Index (CFI) was 0.833. The CFI value was justified by accep-
tance using the rule of thumb that states that CFI should be within 0.0 - 1.0.  

According to the thumb rule, a statistical range between 0.0 and 1.0 with a 
value close to 1.0 indicates a good fit (Hooper et al., 2008). The cut-off criterion 
as a rule of thumb for CFI 0.90 was a good fit, while CFI > 0.80 was the lowest 
threshold for acceptable cut-off values (Bentler & Bonnet, 1980; Bentler, 1990). 
The CFI value > 0.80 was accepted based on the criteria of >0.90 but can be re-
jected based on an excellent threshold of >0.95. Therefore, the effect of the 
cut-off values on model acceptance was essential for incremental fit indexes 
(Beauducel & Wittmann, 2005). No additional magnified variables have been 
eliminated as all 24 magnification variables explain the total and significant va-
riance to be included in the model to analyse the result predictions of the va-
riables effectively (Table 5).  
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Figure 7. Modified confirmatory factor analysis on hypothesis model. 
 
Table 5. Summary results for confirmatory factor analysis. 

Name of Index Level of Acceptance CFA Result Index 

Chi-Square (p-Value) <0.05 0.000 

Comparative Fit Index (CFI) >0.9 0.833 

Root Mean Square Error of Approximation (RMSEA) 0.03 - 0.08 0.081 

Normed Chi-Square <3 2.901 

4.5. Divergent Validity Measurement 

According to Siddaway et al. (2017), the divergence of validity allows researchers 
to verify that two different tests can be considered independent. According to 
the researcher, one way to interpret separate data as independent is to prove that 
they characterize two unique constructs. The researcher refers to this as the di-
vergence of validity. Similarly, Campbell & Fiske (1959) reported that the Di-
vergence Validity Analysis is used to assess whether the survey provided the ex-
pected opposite result for the researcher to answer the question and how the re-
searchers wanted it to be answered (John & Benet-Martinez, 2000). According to 
the researchers, a positive discriminatory validity evaluation suggests that the 
concept test is not strongly correlated with other measures designed to evaluate 
specific concepts (Ursachi et al., 2015). The results of the divergent validity test 
of this study are in Table 6 below. 
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Table 6. Results for divergent validity measurement. 

Divergent Validity Measurement 

Constructs 
Advancement 
of technology 

User’s 
Experience 

Competitive 
Pressure 

Perceived 
Ease of Use 

Continuous 
Digital 

Disruption 

AT1 0.570     

AT2 0.419     

AT3 0.522     

AT4 0.510     

AT5 0.662     

UE1  0.615    

UE2  0.640    

UE3  0.516    

UE4  0.610    

UE5  0.611    

CP1   0.654   

CP2   0.648   

CP3   0.579   

CP4   0.666   

CP5   0.604   

PU2    0.431  

PU3    0.634  

PU4    0.808  

PU5    0.769  

DD1     0.699 

DD2     0.663 

DD3     0.522 

DD4     0.709 

DD5     0.672 

Average variance 0.536 0.598 0.630 0.660 0.653 

Reliability test 0.682 0.728 0.769 0.735 0.802 

 

According to Hair Jr. et al. (2010), the thumb rule for Divergent Validity fac-
tor loading should be above 0.5, and on average below 1.0. As shown in Table 6, 
almost all 24 observed variables, standardized factor loadings were >0.5 which 
means that the variables were within the acceptable validity requirement (Hair 
Jr. et al., 2006), except for two variables AT2 (0.419) and PU2 (0.431). Excluding 
the two outliers, the average variance for all variables that met the 1.0 average 
load factor rule was above 0.5. The reliability of the construct analysis was tested 
using Cronbach’s Alpha, which shows that all five summary variable scales were 
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between 0.682 and 0.808, indicating high reliability with the thumb value rule > 
0.70 (Taber, 2017). However, according to Bollen (1989), the reliability analysis 
(α = 0.682) and (α = 0.674) were close to 0.70 so they were considered as ac-
ceptable (Karakaya-Ozyer & Aksu-Dunya, 2018). As a result, the reliability test 
of AT (0.682) in this research was considered acceptable and reliable. Hence, the 
overall Divergent Validity measurement was acceptable and reliable. 

4.6. Discriminant Validity Measurement 

Discriminant validity measures the correlations/covariances between factors to 
measure the degree of differences between the construct/factor and between the 
overlapping constructs (Hair Jr. et al., 2014) to avoid redundancy in the mea-
surement model (Zainudin, 2012). Discriminating validity is also used to assess 
the square relationship between two constructs. The primary importance of the 
Discriminant Validity measurement is that it refers to indicators that do not fit 
or belong to any variable that cannot be observed or latent (Wang et al., 2015). 
There are three measures used to evaluate discriminant validity: Cross-Loadings 
Indicator (Hair Jr. et al., 2014); criterion using a Cross-loading indicator (Fornell 
& Larcker, 1981); and Heterotraitmonotrait (HTMT) ratio of correlation (Hen-
seler et al., 2015). 

The thumb rule for an acceptable correlation index is less than 0.85 (Taber, 
2017) and, the thumb range of square correlation is 0.0 to 1.0 (Hair Jr. et al., 
2014). High discriminatory validity implies the uniqueness of constructs that in-
cludes concepts not captured by other measures (Hair Jr. et al., 2014). The study 
adopted the HTMT criterion, as proposed by Henseler, to determine the discri-
minatory validity test (Henseler et al., 2015). HTMT has a much higher sensitiv-
ity and specificity rate of 97% or 99%. The sensitivity of the HTMT correlation 
method is 95% or higher under any simulation conditions to ensure that the 
measurement model is free of any specific problems (Henseler et al., 2015). The 
HTMT ratio is also the indicator correlation between variables, thus the geome-
tric mean or hetero-method correlation (Henseler et al., 2015). Since the correla-
tion is an effect size that determines the strength of the correlation, as indicated 
in Table 7, Evans (1996) suggests an absolute value guide to characterise the 
strength of a correlation. According to him, the threshold must be <0.80. 

The validity and reliability of the variables were determined and summarized 
in Table 7 using the Discriminant Validity Method before structural equation 
modeling. After completion of the CFA procedure, the outcome of the Discri-
minant Validity Analysis for this study illustrates that the relationship between 
all the combined variables was <0.85; except for advancement of technology 
(AT) and User expectation (UE) which had a figure of (0.954). This means that 
their relationship value of (0.954) implied that the relationship between AT and 
UE was very high than the accepted rule of thumb less than 0.85 and therefore 
cannot be accepted. However, Hair Jr. et al. (2010) stated that the value of Dis-
criminant Validity below 1.0 is acceptable. Therefore, since the relationship  
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Table 7. Results for discriminant validity measurement. 

Discriminant Validity Measurement 

Constructs 
Advancement 
of technology 

User’s 
Experience 

Competitive 
Pressure 

Perceived 
Ease of Use 

Continuous 
Digital 

Disruption 

Advancement of 
technology (AT) 

1.00 0.957 0.775 0.549 0.699 

User’s Experience (UE) 0.915 1.00 0.839 0.700 0.778 

Competitive Pressure (CP) 0.600 0.703 1.00 0.745 0.517 

Perceived Ease of Use (PU) 0.301 0.490 0.555 1.00 0.642 

Continuous Digital 
Disruption (DD) 

0.488 0.605 0.267 0.412 1.00 

 
value of advancement of technology and user expectation valued was (0.957) and 
the value is below 1.0. It is therefore considered acceptable based on the rule of 
thumb that Discriminant Validity below 1.0 is acceptable.  

On the other hand, the relationship between the other variables fell within the 
acceptable rule of thumb of <0.85; For instance, as shown in yellow on Table 7. 
The relationship between AT − CP = (0.777); AT − PU = (0.549); AT − DD = 
(0.699); UE − CP = 0.839; UE − PU = (0.700); UE − DD = 0.778; CP − PU = 
0.745; CP − DD = (0.517); PU − DD = (0.642), were all within the acceptable 
rule of thumb < 0.85. Therefore, their relationship was acceptable and suitable 
for this analysis. Similarly, the grey colour showed in Table 7 reflects the va-
riables’ square correlation factors. For square correlation, the thumb rule states 
that all variables must be less than 1.0. The square correlation factors for all va-
riables in this study fall within the appropriate range of less than 1.0. For exam-
ple, AT − UE = (0.915); AT − CP = (0.600); AT − PU = (0.301); UE − CP = 
(0.703); UE − PU = (0.490); CP − PU = (0.555). Therefore, since all of these 
analysis square correlation figures are within the acceptable thumb rule, the cor-
relation between the various variables was accepted and represents suitability for 
the study.  

4.7. Structural Equation Modeling 

Structural Equation Modeling (SEM) is a technique that helps to analyse the 
cause-effect relationship between variables in different fields. SEM is often used 
to detect a linear correlation between latent and observed variables. These latent 
variables can be represented by multiple variables observed (Stein et al., 2012). A 
theoretical model is developed in SEM, showing directional and non-directional 
correlations between latent and observed variables. SEM is generally used to 
analyse whether the model is intended to compensate for the variability and co-
variation of the observed or latent variables (MacCallum & Austin, 2000). Also, 
the development of theory and the testing of constructs are two key topics that 
can be discussed using SEM when the proper experiments are carried out. 
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SEM has two main components: a model of measurement and a structural 
model (Kline, 2005). The measurement model is essentially a confirmatory fac-
tor analysis model that confirms whether the data fits the proposed model. The 
measurement model defines the relationship between latent variables and the 
different variables observed. The structural model describes the interrelation-
ships between latent variables in the hypotheses of the model. Although SEM 
was introduced earlier to the education sciences, this method has recently begun 
to become popular in research (Malaeb et al., 2000) (Figure 8).  

The Structural Equation Modeling conceptual framework set out above illu-
strates the analysis of five variables indicating the impact of advanced technolo-
gy, competitive pressure, and user expectations on continuous digital disruption 
using perceive ease of use role as a mediator. 

4.7.1. Validity of Structural Equation Model 
According to Hair Jr. et al. (2012), the validation of the structural model is simi-
lar to the Confirmatory Factor Analysis (CFA), but the process calculates a new 
SEM estimated covariance matrix which is different from the measurement 
model, and the data observed are still represented by the sample covariance ma-
trix, which should not be modified. The validity of the structural equation model 
follows the validation of the model of measurement. When an acceptable model  
 

 

Figure 8. Model: Impact of AT, UE & CP on DD mediated by PU. 
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fit has been achieved and the structural model has been specified, the final stage 
involves testing the validity of the structural model relationships and their cor-
responding theoretical hypothesized relationships (Hair Jr. et al., 2012). The 
overall validity and reliability of the structural model are assessed based on the 
same parameters as the chi-square, degree of freedom, one for each absolute in-
dex, incremental index, goodness-of-fit index, and badness-of-fit index (Hair Jr. 
et al., 2012). 

According to Hair Jr. et al. (2012), a good way to test the validity of SEM is by 
contrasting the CFA measurement model with the SEM structural model fit 
since the structural model was generated by a measurement model with addi-
tional constraints, if there is an insignificant chi-square check between these two 
models, it provides empirical evidence for the proposed theoretical model since 
the results of the loading factors for both models provided the same results in 
the study (Karakaya-Ozyer & Aksu-Dunya, 2018). Table 8 shows the validity of 
the structural equation model and the result shows that the result index for CFA 
measurements was the same as the result index for the SEM model. This means 
that the model fits perfectly and that the model was, therefore, suitable for study 
(Hair Jr. et al., 2012).  

Table 8 shows that Chi-Square (p-value) and Normed Chi-square fall within 
the acceptable range of the structural equation model, with Chi-Square indicat-
ing 0.00 below 0.05 and Normed Chi-square indicating 2.901 also less than 3. 
Alternatively, with a value of 0.833, the comparative fit index (CFI) falls slightly 
below the acceptance level > 0.9. However, the CFI of 0.833 is justified by anoth-
er thumb rule, which indicates that the statistical range between 0.0 and 1.0 with 
a value close to 1.0 implies good fit (Hooper et al., 2008), in which the cut-off 
criterion is proposed as a thumb rule for CFI 0.90 as a good fit, while CFI > 0.80 
as the lowest criterion for reasonable cut-off values (Bentler & Bonnet, 1980; 
Bentler, 1990). 

As a result, the CFI value > 0.833 was accepted based on this thumb rule that 
the CFI should be >0.08. Similarly, the Root Mean Square Approximation Error 
(RMSEA) was only 0.001 above the 0.08 acceptability level with a value of 0.081. 
However, in this analysis, the RMSEA result 0.081 indicates that the model of 
this study was good because, as mentioned earlier, Hu and Bentler (1999) indi-
cated that RMSEA values ranging from 0 to 1 are good for a model with lower  
 
Table 8. Validity of structural equation model. 

Name of Index 
Level of 

Acceptance 
CFA Modified Measurement 

Model Result Index 
SEM Structural 

Model Result Index 

Chi-Square (p-Value) <0.05 0.000 0.000 

Comparative Fit Index (CFI) >0.9 0.833 0.833 

Root Mean Square Error of 
Approximation (RMSEA) 

0.03 - 0.08 0.081 0.081 

Normed Chi-Square <3 2.901 2.901 
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values indicating better fitness. The RMSEA value of 0.081 was therefore consi-
dered to be appropriate for the model (Hooper et al., 2008). 

4.7.2. Comparison of Factors Loading 
According to Hair Jr. et al. (2010), proof of the structural model’s validity can be 
seen by comparing loading factors in both the measurement model and the 
structural model with loading factors > 0.50 indicating a 100% similarity to the 
thumb rule for good model fit. Similarly, the comparison of loading factors be-
tween the Measurement Model and the Structural Model in this study shows 
that all values of both models are perfectly identical, reflecting the good fit of the 
model because their values are the same. Table 9 below shows that the two 
models have the same loading factors, indicating a perfect fit for the model. 
 
Table 9. Comparison of factors loading between measurement model and structural 
model. 

Comparison of Factors Loading 

Construct Modified Measurement Model Structural Model 

AT1 Advancement of Technology 0.570 0.570 

AT2 Advancement of Technology 0.419 0.419 

AT3 Advancement of Technology 0.522 0.522 

AT4 Advancement of Technology 0.510 0.510 

AT5 Advancement of Technology 0.662 0.662 

UE1 User Expectation 0.615 0.615 

UE2 User Expectation 0.640 0.640 

UE3 User Expectation 0.516 0.516 

UE4 User Expectation 0.610 0.610 

UE5 User Expectation 0.611 0.611 

CP1 Competitive Pressure 0.654 0.654 

CP2 Competitive Pressure 0.648 0.648 

CP3 Competitive Pressure 0.579 0.579 

CP4 Competitive Pressure 0.666 0.666 

CP5 Competitive Pressure 0.604 0.604 

PU2 Perceived Ease of Use 0.431 0.431 

PU3 Perceived Ease of Use 0.634 0.634 

PU4 Perceived Ease of Use 0.808 0.808 

PU5 Perceived Ease of Use 0.769 0.769 

DD1 Continuous Digital Disruption 0.699 0.699 

DD2 Continuous Digital Disruption 0.663 0.663 

DD3 Continuous Digital Disruption 0.522 0.522 

DD4 Continuous Digital Disruption 0.709 0.709 

DD5 Continuous Digital Disruption 0.672 0.672 
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4.7.3. Path Analysis Comparison 
Path analysis was used to evaluate the structural relationship by analysing the 
individual parameter estimates for each specific hypothesis (Hair Jr. et al., 2014) 
and evaluating the correlation coefficient for calculating the intensity and direc-
tion of the causal relationship between two variables (Creswell and Garrett, 
2008). The path analysis was also a type of multiple statistical regression analysis 
used to analyse the relationship between a dependent variable and two or more 
independent variables to test causal models. 

The purpose of the Path Analysis was to assess the causal patterns of variables 
and the impact or influence of independent variables on dependent variables 
(Stage et al., 2004). The acceptable range for the correlation coefficient of the 
structural model was within −1 to +1. Whereas the correlation coefficient at +1 
is a perfectly linear positive of two variables. If the coefficient of correlation is 
−1, it means two variables are perfectly related to the negative linear, whereas 
the coefficient of correlation at zero shows no linear relationship between the 
two variables (Gogtay & Thatte, 2017). 

The comparison of the path analysis for the measurement model shows a pos-
itive relationship between all the variables and the parameter estimates (Table 
10). This means that for this study, all the measurement model was within the 
appropriate range of +1 to −1; therefore, there is a positive linear relationship 
between the variables and the parameter estimates. This indicates a meaningful 
relationship between the variables. For example, the study shows that advance-
ments of technology (AT), competitive pressure (CP), and user expectations 
(UE) all have a positive linear relationship with the dependent variable conti-
nuous digital disruption (DD). They also have a positive linear relationship with 
perceive ease of use (PU), and finally perceive ease of use also has a positive li-
near relation with digital disruption. Specifically, the correlation between AT − 
DD = (0.699); UE − DD = (0.778); and UE − PU = (0.624) figures indicates a 
higher positive relationship between the variables and the parameter estimates. 
Additionally, the correlation between CP − DD = (0.517); AT − PU = (0.549);  
 
Table 10. Path analysis comparison. 

Path Analysis Comparison 

Measurement Model Structural Model 

Relationship Parameter Estimates Impact Parameter Estimates 

AT Correlates with DD 0.699 AT DD −0.320 

UE Correlates with DD 0.778 UEDD 1.418 

CP Correlates with DD 0.517 CP DD −0.665 

AT Correlates with PU 0.549 AT PU −1.307 

UE Correlates with PU 0.700 UEPU 1.609 

CP Correlates with PU 0.517 CP PU 0.408 

PU Correlates with DD 0.642 PU DD 0.320 
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CP − PU = (0.517) also indicates a moderate positive relationship between the 
variables and the parameters estimates. 

Contrarily to this, the analysis shows that the structural models have a positive 
and negative impact on certain variables and parameter estimates. Also, some of 
the variables are within the acceptable thumb rule of −1 to 1 and the others are 
beyond the appropriate range of −1 to +1. The variables that fall within the ap-
propriate range of the thumb rule are AT − DD = (−0.320); CP − DD = (0.665); 
CP − PU = (0.408); and PU − DD = (0.320). These figures show that advance-
ment of technology has a negative impact on digital disruption, competitive 
pressure has a positive impact on digital disruption, competitive pressure has a 
positive impact on perceived ease of use, and perceived ease of use had a positive 
impact on digital disruption. Specifically, CP − DD = (0.665) has a higher posi-
tive correlation impact on continuous digital disruption. Also, CP − PU = 
(0.408); and PU − DD = (0.320); has a smaller correlation impact between CP − 
PU and PU − DD. Lastly AT − DD = (−0.320); means that there is a insignificant 
negative correlation impact between advancement of technology (AT) and con-
tinuous digital disruption (DD). 

Furthermore, variables such as UE − DD = (1.418); AT − PU = (−1.307), UE − 
PU = (1.609); fell above the acceptable range of −1 to +1. This means that their 
estimation of parameters is beyond the acceptable range of −1 to +1, reflecting 
an inappropriate range of correlated impact between the constructs and the pa-
rameter estimates. Therefore, their values are problematic and unacceptable ac-
cording to the rule of thumb −1 to −1. 

4.8. Hypothesis and Mediating Effect Analysis 

The hypotheses test analyses the conclusions of the data samples collected from 
the target population; the test results show the significance of the conclusion and 
the probability of the statistics generated from the population hypothesis data 
(Ly et al., 2015). Hypothesis testing is also a statistical method for drawing deci-
sions using experimental data. The assumption made on the sample of the target 
population according to Ly et al. (2015) shows the statistical significance of the 
effect. According to the scholar Hypothesis (H0) is not a nullity or an effect. This 
shows that the results observed are due to a change in a factor or alternative pre-
dictions. Hypothesis (H1) also indicates that the findings are derived from a par-
ticular effect (Filho et al., 2013). According to Filho et al. (2013), the test hypo-
thesis represents Estimate, Standard Errors (SE), Critical Ratios (CR), and p- 
value (p), the determinant of which the p-value is to be accepted or rejected. 

Table 11 shows that the findings of the hypothesis test suggest that only 
competitive pressure was acceptable with a negative estimated impact of 
(−0.875) on continuous digital disruption and a substantial value or (p-value: 
0.015) which was within an acceptable range of the rule of thumb p-value < 0.05. 
The analysis means that the more competitive pressure increases the more con-
tinuous digital disruption decreases. According to Howitt & Cramer (2020), and  
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Table 11. Summary of hypothesis and mediating analyses. 

Model: Impact of AT, UE & CP on DD Mediated by PU 

   Estimate 
Standard 

Errors (S.E.) 
Critical 

Ratios (C.R.) 
p-Value 

(p) 
Result 

Perceive 
Ease of Use 

← 
Competitive 

Pressure 
0.364 0.351 1.037 0.300 

Positive 
insignificant 

Perceive 
Ease of Use 

← Advancement 
of Technology 

−1.581 1.849 −0.855 0.392 
Negative 

insignificant 

Perceive 
Ease of Use 

← User 
Expectation 

1.462 1.610 0.908 0.364 
Positive 

insignificant 

Digital 
Disruption 

← Competitive 
Pressure 

−0.875 0.360 −2.428 0.015 
Negative 

significant 

Digital 
Disruption 

← Advancement 
of Technology 

−0.570 2.787 −0.204 0.838 
Negative 

insignificant 

Digital 
Disruption 

← User 
Expectation 

1.897 2.546 0.745 0.456 
Positive 

insignificant 

Digital 
Disruption 

← Perceive Ease 
of Use 

0.472 0.645 0.732 0.464 
Positive 

insignificant 

 
Demortier (2007), the rule of thumb for accepting a hypothesis, is p-value < 0.05 
whereas p-value < 0.01 indicating highly significant (Howitt & Cramer, 2020). 
However, all the other variables were found with positive and negative insignifi-
cant impact on continuous digital disruption with perceived ease of use p-value > 
0.05. Therefore, their hypothesis was rejected because their CR dropped in the 
crucial region < 1.95. The critical ratio is linked to the probability of the sample 
by dividing the mean by the standard deviation to determine the significance of 
the hypothesis. Also, with 0.05 level of significance, CR shall be ≥±1.95 which is 
the critical region for a two-tailed test for significance hypothesis. Similarly, 
Massey & Miller (2019) added that the null hypothesis should be rejected if CR 
falls in the critical region. 

4.9. Discussion on Findings 

H1: Advancement of technology has a significant impact on continuous 
digital disruption (Rejected)  

According to Table 11, the impact of advancement of technology on conti-
nuous digital disruption estimated value was (−0.570) with significant value or 
p-value of (0.838); higher than the rule of thumb applied in this research which 
is p-value < (0.05); therefore, the proposed hypothesis (H1) was rejected (Hair 
Jr. et al., 2014). Also, the negative insignificant impact of advancement of tech-
nology on continuous digital disruption; means that advancement of technology 
and digital disruption are not related. Therefore, these research findings indica-
tions that advancement of technology has a negative insignificant impact on 
continuous digital disruption. 

The proposed hypothesis was supported by Chui et al. (2016); World Robotics 
Report (2016); and Avanade Digital (2017), their past research identified ad-
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vancement of technology as having a significant impact on continuous digital 
disruption. According to Chui et al. (2016), rapid technology advancement 
growth could automate 45 percent of people’s activities which in the long run 
lead to digital disruption. The World Robotics Report (2016), also forecasted 
that massive advances in cloud computing, the Internet of Things, data science, 
robots, drones, cognitive systems, the internet, computer devices, and commu-
nications technologies are key determinants of digital disruption. Avanade Digi-
tal (2017) revealed that the key drivers of digital disruption are technology in-
novation. Hence the research proposed that there will be a significant impact of 
advancement of technology on continuous digital disruption. 

However, this study did not support the proposed hypothesis as the findings 
of the analysis show that there is a negative insignificant impact of advancement 
of technology on continuous digital disruption. Therefore, the proposed hypo-
thesis was rejected. Nevertheless, these research findings agree with the findings 
of Davidescu et al. (2020) who found that advancement of technology can dimi-
nish employee performance and well-being as flexible time, typically viewed as a 
benefit of technology providing greater freedom, actually leads to more work 
hours. Similarly, the research findings of Li (2016) proved that technologies 
rarely disrupt, but it’s how businesses and people in their capacity of consumers, 
workers, and whatnot leverage. Therefore, their study argued that advancement 
of technology adoption turns to reduce digital disruption. 

H2: Competitive pressure has a significant impact on continuous digital 
disruption (Accepted) 

According to Table 11, the impact of competitive pressure on continuous 
digital disruption estimated value was (−0.875) with significant value or p-value 
of (0.015); within the acceptable range of the rule of thumb applied in this re-
search which is p-value < (0.05); hence, the hypothesis was accepted because the 
p-value of the hypothesis is <(0.05); thou the significant of the impact was nega-
tive (Hair Jr. et al., 2014). Also, the negative significant impact of competitive 
pressure on continuous digital disruption means that the more competitive 
pressure increases the more digital disruption decrease. Therefore, this research 
finding indicates that Competitive pressure has a negative significant impact on 
continuous digital disruption. 

The proposed hypothesis was supported by Tech Wire Asia (2018); Ford 
(2015); and Infosys Limited (2018); their study, indicated that Competitive 
pressure has a significant impact on continuous digital disruption. Tech Wire 
Asia (2018) research findings stated that today’s digitally transformed environ-
ment presents new and unpredictable competitive challenges that companies 
need to survive and to succeed. According to the researcher, this is because their 
survey showed that 90% of firms are facing increased competition from digital 
companies, either from existing rivals or new entrants. Ford (2015) research 
findings also established that corporations need to incorporate Artificial Intelli-
gence and robotics to remain competitive, as robots can do research faster and 
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cheaper than humans. Infosys Limited (2018) research also concluded that a 
major driver of digital disruption was market competition (76 percent). 

However, the findings of this study confirmed the research findings of other 
researchers that stated that competitive pressure has a significant negative im-
pact on continued digital disruption. The findings are in line with the research 
findings of Bughin and Van Zeebroeck (2019), their research findings show that 
digitization has a significant negative impact on incumbent profits across coun-
tries through two-loop effects: digital entrants competing with incumbents 
through disruptive models, and incumbents responding to disruptions. Fur-
thermore, their research suggests that companies should consider at least two 
dimensions when designing the kind of bold reactions needed to compete: 1) 
focusing on new customer segments rather than on current customers alone; 
and 2) focusing on new ways of re-segmenting the market, rather than relying 
solely on automation cost-cutting and labour-savings. Although the significant 
impact was negative, the proposed hypothesis was accepted. 

H3: User Expectation has a significant impact on Continuous Digital dis-
ruption (Rejected) 

According to Table 11, the impact of user expectation on continuous digital 
disruption was estimated at a value of (1.897) with significant value or p-value of 
(0.456); which is higher than the thumb rule used in this study, which is p-value 
< (0.05); therefore, the hypothesis (H3) was rejected (Hair Jr. et al., 2014). The 
positive insignificant impact of user expectation on continuous digital disrup-
tion means that the more user expectation increases the more digital disruption 
also increases but the effect of the impact is very low or insignificant. As a result, 
this research finding rejects the proposed assumption that user expectations 
have a significant impact on continuous digital disruption.  

The proposed hypothesis was supported by Verhoef et al. (2019); Maricar 
(2014); and Krouskos et al. (2018); in their past research which identified user 
expectation as having a significant impact on continuous digital disruption. Stu-
dies of Verhoef et al. (2019); shown that consumer expectations have a huge ef-
fect on continuous digital disruption. Maricar (2014) also found that user ex-
pectations in terms of ease of access, ease of payment, complete data, and pro-
tection have a positive impact on disruptive innovations. Krouskos et al. (2018) 
concluded that digital disruption has significantly helped the consumer. The re-
searcher established that the changing needs of end-users are among the main 
drivers of digital disruption. Their research findings indicated a significant link 
between user expectations and continuous digital disruption. Hence the study 
proposed a significant impact of user expectation on continuous digital disruption. 

However, this research finding did not support the proposed hypothesis, be-
cause the results of this review show that there is a positive insignificant impact 
of user expectation on continuous digital disruption. This research findings, 
agree with the research findings of Orsatti and Riemer (2015), whose research 
findings found that digital disruption often feels sudden yet the source of dis-
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ruption has often been present and even observed for a while before it creates a 
significant impact because customers’ expectations grow with time. Similarly, 
the research findings of Tornjanski et al. (2017) suggest potential difficulties in 
implementing new types of banking business models that the digital age places 
on banks for a large number of consumers of banking services because of user 
preferences. Also, their study reveals that the main reasons why customers in 
Serbia do not favour the use of internet-based technologies are that it further fa-
cilitates the implementation of new strategies and measures to find effective so-
lutions for both parties. As a result, their research findings indicated an insigni-
ficant impact on customers ready for digital disruption. 

H4: Advancement of Technology has a significant impact on Perceived 
Ease of Use (Rejected) 

According to Table 11, the impact of advancement of technology on perceive 
ease of use was estimated at (−1.581) with a substantial value or p-value of 
(0.392) which is higher than the rule of thumb applied in this research, p-value < 
(0.05); therefore, the proposed hypothesis (H4) was rejected (Hair Jr. et al., 
2014). The proposed hypothesis was therefore rejected because the p-value of the 
study indicates a negative, insignificant impact of advancement of technology on 
Perceive ease of use. This means that the more advancement of technology in-
creases the more perceived ease of use decrease but the effect of the impact is 
very low or insignificant.  

The proposed hypothesis was supported by Damerji & Salimi (2020); Wei et 
al. (2009); Chong and Yahya (2014); and Gefen and Straub (2000); their past re-
searchers indicated that advancement of technology has a significant impact on 
perceived ease of use. Damerji & Salimi (‎2020) research findings reported that 
Perceive ease of use is an element of recognition for emerging technologies. Wei 
et al. (2009) research findings confirmed that the practicality of user-friendly 
technology will affect the target of initial implementation or continuity of an 
innovative product, regardless of whether the technology is perceived to be use-
ful. Chong and Yahya (2014) established that perceived ease of use is an intrinsic 
measure due to constant technological development since it is a major indicator 
of market acceptance for emerging technologies (Cheong & Park, 2005; Snow-
den et al., 2006). Gefen and Straub (2000) concluded that there is a close link 
between perceived ease of use and technological advances. Based on these find-
ings the study proposed that advancement of technology will have a significant 
impact on continuous digital disruption. 

However, this research analysis did not support the proposed hypothesis, as 
the findings of the review show that advancement of technology has a negative, 
insignificant impact on perceive easy to use. Nevertheless, the findings of this 
study are in line with the research findings of Hoong et al. (2017), and Herzog et 
al. (2017). The research findings of Hoong et al. (2017), supported Davis’ asser-
tion that perceives ease of use does not have a vital effect on behavioural percep-
tions of the use of digital technologies unless perceive utility or usefulness inter-
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venes in its effects. In the same way, research findings from Vijayasarathy (2004) 
indicated that perceived ease of use does not have an explicit impact on con-
sumer’s behavioural objectives as it affects the perception of the usefulness of 
behavioural expectations. As a result, their study argued that technological ad-
vancement had a negative, insignificant impact on perceived ease of use and a 
positive significance on perceived usefulness. 

H5: Competitive Pressure has a significant impact on Perceived Ease of 
Use (Rejected) 

According to Table 11, the impact of competitive pressure on perceivable ease 
of use was estimated at a value of (0.364) with a significant value or p-value of 
(0.300); higher than the rule of thumb applied in this research, which is p-value 
< (0.05); therefore, the proposed hypothesis (H5) was rejected (Hair Jr. et al., 
2014). Accordingly, the findings of the research show that competitive pressure 
has a positive insignificant impact on perceived ease of use. This analysis means 
that the higher the competitive pressure, the higher the perceived ease of use but 
the impact is very small, negligible, or insignificant. As a result, the research 
findings rejected the proposed hypothesis that competitive pressure has a signif-
icant impact on perceived ease of use. 

The proposed hypothesis was supported by Pfeffer and Leblebici (1977); Reich 
and Benbasat (1990); and Lertwongsatien & Wongpinunwatana (2003); their 
past research identified advancement of technology as having a significant im-
pact on perceived ease of use. Pfeffer and Leblebici (1977) research findings re-
vealed that companies are likely to implement innovation in this competitive 
environment because of intense competition, given that certain rivalry goods are 
considered more user-friendly than others. Research findings of Reich and Ben-
basat (1990) reported that an enterprise will allocate resources to deliver new 
goods or services when the rival company’s products are adapted because they 
are considered easy to use and useful. The researchers also mentioned that most 
empirical studies have shown that higher opportunities for innovation are cor-
related with higher competitive pressures due to perceived ease of use of innova-
tive goods. Lertwongsatien & Wongpinunwatana (2003) research findings found 
that e-commerce consumers are more likely to adopt new technology in a highly 
competitive market because they find it convenient to use. These research find-
ings indicated a significant link between competitive pressure and perceive ease 
of use. Hence this research assumed a significant impact of competitive pressure 
and perceive ease of use 

However, the findings of this study did not support the proposed hypothesis, 
as the findings of this analysis show that there is an insignificant positive impact 
of competitive pressure on perceived ease of use. These findings are consistent 
with the findings of Al-Fahim et al. (2016); Arvidsson (2014); and Kim et al. 
(2010). Al-Fahim et al. (2016) research findings reported that competitive pres-
sure had an insignificant impact on perceived ease of use, as the three main is-
sues related to perceived ease of use are easy to manage, easy to use, and easy to 
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learn in Omani banks. Research results from Arvidsson (2014) revealed that ease 
of use, trust, and perceived security is critical in predicting the adoption of mo-
bile payment services, and not competitive pressure. Kim et al. (2010) also found 
that competitive pressure is of insignificant value when it comes to the percep-
tion of ease of use as convenience, interactivity, compatibility, and expected ef-
fort was the significant predictor in location-based service adoption in the retail 
environment. Hence, their study argued that competitive pressure had an insig-
nificant impact on perceived ease of use. 

H6: User Expectation has a significant impact on Perceived Ease of Use 
(Rejected) 

According to Table 11, the effect of user expectation on perceived ease of use 
was estimated at a value of (1.462) with a substantial value or p-value of (0.364) 
higher than the rule of thumb used in this research, which is p-value < (0, 05); 
hence hypothesis (H6) was rejected (Hair Jr. et al., 2014). The positive, insignifi-
cant impact of user expectations on perceive ease of use means that the higher 
user expectations, the more perceived ease of use increases, but the impact is 
very low or insignificant. Hence, these research findings refute the suggested 
hypothesis that user expectations have a significant impact on perceive ease of 
use. 

The proposed hypothesis was supported with Hubert et al. (2018); Mouakket 
(2009); Davis (1989); Ke et al. (2012); Joo and Kim (2017); Oghuma et al. (2016); 
Thong et al. (2006); and Kim et al. (2010). Their past research identified user 
expectations as having a significant impact on perceived ease of use. According 
to the scholars, user expectations may be influenced by the ease of use of tech-
nology and indirectly influence user intention to implement it. Furthermore, 
previous studies show that perceive ease of use affects the perceived value or in-
tent of increasing smartphone users (Hubert et al., ‎2018). Davis (1989), in his 
research findings stated a constructive relationship between perceive ease of use 
and consumer expectations. Ke et al. (2012), research findings suggest that the 
impact of user behaviour on perceived ease of use is greater than that of system 
characteristics, and if adequate user acceptance testing is carried out early on in 
the design, the likelihood of user rejection could be minimized and preventive 
and predictive measures could be applied to ensure potential user acceptance. 
Scholars also reported in digital environments that user expectations have a 
beneficial impact on the ease of use of digital products (Joo & Kim, 2017; Og-
huma et al., 2016). Oghuma et al. (2016) studies confirmed a positive relation-
ship between clarity and perception of ease of use or expectation and ease of use 
(Thong et al., 2006). Similarly, Kim et al. (2010) stressed that, if the wishes of 
consumers are met with initial experience, they are likely to use these services to 
maintain a cognitive balance. Likewise, Joo and Kim’s (2017) research findings 
concluded that user expectations have a significant correlation with perceived 
ease of use. Thus, their findings suggest a major link between user expectations 
and perceive ease of use. Therefore, the study assumed that there will be a sig-
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nificant impact of user expectations on perceived ease of use. 
Nevertheless, this present research study did not endorse the proposed hypo-

thesis, as the review results indicate that there is a positive insignificant impact 
of user expectation on continuous digital disruption. All the same, these research 
findings agree with the findings of numerous studies (Hong et al., 2006; Liao et 
al., 2007; Almarashdeh, 2014). Amin et al. (2014) and Baki et al. (2018), research 
findings confirmed that perceive ease of use is influenced by user expectations. 
According to Hong et al. (2006), if the interaction tool (i.e. website or apps) is 
not user-friendly, easy to use, or effortless, the behaviours of consumers during 
the online shopping process may be negatively affected. Almarashdeh (2014), 
research findings stated that previous research has shown that user expectation 
and satisfaction is an important factor affecting the continued usage intentions 
in knowledge sharing. This research finding is also in agreement with Amin et 
al. (2014) and Baki et al. (2018), who reported that users show higher degrees of 
satisfaction for perceived usefulness relative to perceived ease of use. Therefore, 
their study argued that User expectation has a positive insignificant impact on 
perceived ease of use. 

H7: Perceive Ease of Use has a significant impact on Continuous digital 
disruption. (Rejected) 

According to Table 11, the impact of perceive ease of use on continuous digi-
tal disruption was estimated at a value of (0.472) with a significant value or 
p-value of (0.464) higher than the thumb rule applied in this research, which is 
p-value < (0.05); Hence hypothesis (H7) was rejected (Hair Jr. et al., 2014). The 
positive insignificant impact of perceived ease of use on digital disruption sug-
gests that the more perceived ease of use increases, the more digital disruption 
also increases, but the impact is very small or insignificant. Because of that, the 
results of this research rejected the suggested hypothesis that there is a signifi-
cant impact of perceive ease of use on continuous digital disruption.  

The proposed hypothesis was supported by Venkatesh and Davis (2000); Al-
sabawy et al. (‎2016); Gefen and Straub (2000) and Bettayeb et al. (2020); their past 
research identified perceive ease of use as having a significant impact on conti-
nuous digital disruption. According to Venkatesh and Davis (2000), perceived 
ease of use is a key driver of digital disruption, technology acceptance, adoption, 
and use. Alsabawy et al. (2016), similarly, found that the main determinants of 
digital disruption were the general perception of the individual’s ease of use 
concerning computers. Pew Research Center (2017) current work also called on 
practitioners to develop and implement general computer skills training pro-
grams as they have a strong impact on the acceptance and continued use of new 
systems that causes continuous digital disruption. Based on these research find-
ings, the study proposed a significant impact of perceive ease of use on digital 
disruption. 

However, this study did not support the proposed hypothesis, as the findings 
of this research analysis show that perceived ease of use has a positive negligible 
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impact on continuous digital disruption. At the same time, these research find-
ings are consistent with the findings of (Kirschner & Karpinski, 2010; Junco and 
Cotten 2012). Kirschner & Karpinski (2010) argued that a detrimental effect on 
success would result from involvement or dependence on digital technology due 
to ease of use. Junco and Cotten (2012) analysed the relationship between dif-
ferent Facebook frequency measures and time spent preparing for classes and 
overall GPAs, and his findings suggest that time spent on Facebook or students 
using digital technology was strongly and significantly negatively associated with 
the overall GPA. Therefore, their study argued that perceive ease of use has a 
positive insignificant impact on digital disruption. 

H8: Perceived ease of use as a mediator on the relationship between Ad-
vancement technology, Competition pressure, User expectation, and Con-
tinuous digital disruption.  

The objective of the mediation model in the research analysis was to identify 
and explain the mechanism or process that underlies the observed relationship 
between the independent variable and the dependent variable by including a 
third hypothetical variable, known as the mediator variable. The mediator varia-
ble thus helps to explain the essence of the relationship between the independent 
variable and the dependent variable. Mediation research facilitates a deeper un-
derstanding of the relationship between independent and dependent variables 
when there seems to be no clear correlation between variables. 

In this research, the SmartPLS model was used to analyse the mediation rela-
tionship between the independent and dependent variables. Thus, the SmartPLS 
model was used in this study to examine the relationship between perceived ease 
of use as a mediator and the relationship between advancement of technology, 
competitive pressure, user expectations, and continuous digital disruption. These 
research findings showed that there is a negative, insignificant impact between 
advancement of technology and continuous digital disruption, a positive, insigni-
ficant impact between user expectations and continuous digital disruption, and a 
negative significant impact between competitive pressure and continuous digital 
disruption. Similarly, there was a negative insignificant impact between advance-
ment of technology and perceived ease of use. Competitive pressure and perceived 
ease of use also showed a positive insignificant impact. User expectation and per-
ceived ease of use showed a positive insignificant impact and Perceive ease of use 
and continuous digital disruption indicated a positive insignificant impact.  

In summary, the overall result shows an insignificant relationship between the 
mediator and the independent and dependent variable, except for the relation-
ship between competitive pressure and continuous digital disruption, which 
showed a significant negative relationship. Similarly, the relationship between 
the mediator (perceive ease of use) and all variables were insignificant. There-
fore, based on this study, the mediator and the variables have no mediation im-
pact or significant impact because the result indicates that there is no meaning-
ful interaction between the mediator and the variable. However, as mentioned 
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earlier past researches reported an insignificant impact between advancement of 
technology and continuous digital disruption (Li, 2016). A negative relationship 
was reported between competitive pressure and continuous digital disruption 
(Bughin and Zeebroeck, 2017). Previous findings also showed a positive insigni-
ficant impact between User expectation and continuous digital disruption (Or-
satti and Riemer, 2015; Tornjanski et al., 2017, Aly, 2020). The research findings 
of (Hoong et al., 2017; Elkaseh et al., 2016) indicated an insignificant impact 
between advancement of technology and continuous digital disruption. Abdek-
hoda et al. (2016) reported a negative significant impact between competitive 
pressure and perceive ease of use. Liao et al. (2007) and Galib et al. (2018); re-
search findings reported an insignificant positive impact between user expecta-
tions and perceive ease of use. Kirschner and Karpinski (2010) research findings 
stated an insignificant positive impact between perceived ease of use and conti-
nuous digital disruption. However, the review of this study shows no mediating 
impact. This means that there was no significant relationship between the me-
diator and the variables. Therefore, the hypothesis (H8) was rejected.  

5. Conclusion and Recommendation 

This research finding did not support previous studies that established a positive 
relationship between advancement of technology, competitive pressure, and user 
expectations on continuous digital disruption. However, the research was con-
sistent with studies that suggest that there is no significant impact on continuous 
digital disruption with technological advancement and user expectations. The 
study further confirms findings of previous studies that found competitive pres-
sure to be negatively related to digital disruption. Comparably, perceived ease of 
use as a mediator showed to be insignificant or to have no mediating effect on 
the various variables. The study, therefore, recommends that future studies can 
use the same variable, but the sample size for the research should be limited to a 
single organization or institution. Future research can also extend over different 
periods to examine theoretical models and conceptual frameworks using a lon-
gitudinal validation approach, which could be more valuable in refining the 
proposed model. Future studies may also use a qualitative approach or a combi-
nation of quantitative and qualitative methodology rather than the quantitative 
approach used in this study. The present study used a small sample size of 292, 
future studies should use a larger sample size. This analysis used the non-probability 
sampling methodology. Future studies can use the probability sampling approach 
to provide relatively reliable results by reducing the margin of error for further 
research. Finally, future studies can also use other independent variables to de-
termine their impact on continuous digital disruption rather than advancement of 
technology, competitive pressure, and user expectations. 
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