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Abstract 
Proper selection and positioning of employees is an important issue for stra-
tegic human resources management. Within this framework, the aim of the 
research conducted, was to investigate the most efficient machine learning 
techniques to support employees’ recruitment and positioning evaluation. 
Towards this aim, a series of tests were conducted based on classification al-
gorithms concerning employees of the public sector, seeking to predict best 
fit in workplaces and allocation of employees. Based on the outcome of the 
administered tests, an algorithm model was built to assist the decision sup-
port system of employees’ recruitment and assessment. The primary findings 
of the present research could lead to the argument that the adoption of the 
Employees’ Evaluation for Recruitment and Promotion Algorithm Model 
(EERPAM) will significantly improve the objectivity of employees’ recruit-
ment and positioning procedures. 
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1. Introduction 

Strategic Human Resources (HR) Management theory is based on the principle 
that human capital as a strategic asset leading to competitive advantages (Becker 
& Huselid, 2006) hence, any related to HR processes must be based on justified 
and accurate decision-making systems, to meet the maximum of employees’ in-
novation and creativity capabilities. In this framework, proper selection and al-
location of employees require an outline of accurate and timely expected quali-
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fications in order to establish long term benefits to the organizations (Avdimio-
tis, 2016). Positioning the right people in the right places is the real benefit of 
long-term successful organizations (Collins, 2001). Computer Science technolo-
gy can be a strategic tool for effective management. A Human Resources Infor-
mation System (HRIS) is able to acquire, store, handle, analyze, retrieve data and 
distribute all the information computed in previous steps regarding an organiza-
tion’s human resources. HRIS includes hardware and software, but also includes 
people/employees, forms, policies, procedures and mainly, data. Artificial intel-
ligence (AI) is defined as the ability of systems to interpret external data correct-
ly, to learn from such data and to use these lessons to achieve specific goals and 
tasks through flexible adaptation (Kaplan & Haenlein, 2019). A related survey 
found that 78% of managers would trust AI advices in the decision-making 
process (Kolbjørnsrud et al., 2016).  

The ability to predict the best matching of human resources to appropriate 
positions, is very important for the strategic administration of human resources. 
The aim of this paper is to use machine learning algorithms to predict the proper 
selection and positioning of human resources in the public sector. That is a re-
cent area of study. The main contribution is the development of a framework, 
based on machine learning algorithms that will provide a reliable tool for both 
recruitment selection and evaluation for proper positioning and promotion of 
employees. This tool will support human resources departments to make accu-
rate and objective decisions about employees’ allocation. 

The paper is organized as follows: In Section 2, studies that used machine 
learning for human resources’ selection, are reviewed. Section 3, provides the 
used research methodology for the specific experiment. In Section 4, various 
machine learning algorithms are compared and measures of model performance 
are presented to find the best solution for the best matching of employees to ap-
propriate positions. Section 5, provides total results and discussion and the 
model with the best total performance is proposed. Finally, in Section 6 conclu-
sions and prepositions for further research are presented. 

2. Literature Review 

Data mining is defined as the process of discovering patterns in a variety of data 
and solves problems from a large number of data. Machine learning (ML) is a 
field of scientific study that gives computers the ability to learn from data, 
through the study and building of algorithms, operating by constructing models 
and highlighting interrelationships through learning from historical relation-
ships of the data, leading to data-based predictions. In machine learning, we 
have a set of input variables (x) used to determine an output variable (y). There 
is a relationship between input variables and output variables and the goal of ML 
is to quantify this relationship (Witten et al., 2017). One of the machine learning 
tasks, in order to predict a target variable in previously unseen data, is classifica-
tion (Mohammad et al., 2015). Classification is based on examining an uncate-
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gorized object and assigning it to a predefined set of classes. The items to be 
classified are represented by the inputs in the database and the sorting is done 
according to the assignment of each input to the predefined categories. This 
technique is used to create models that can classify new data, the classification of 
which is unknown. To do this, all available data is divided into a set of training 
data and a set of validation data. In the first step, a classification algorithm is 
used to analyze the data in order to construct the model. In the second stage, the 
model uses the test data to calculate its accuracy. With this procedure we can 
predict a class field with the help of other fields which are the calculation para-
meters. The most basic phase of any algorithm is training, where the algorithm 
uses as input a set of training data (training set) to achieve its purpose, the crea-
tion of new knowledge (Witten et al., 2017).  

Human resources (HR) management and employee recruitment are analyzed 
in many research papers. These research works consider the specific topics 
mainly in the private sector, while in the public sector, research literature is very 
poor. Private sector’s procedures involve modern tools, like appraisal visualiza-
tion, chat boxes, data collections from social platforms (LinkedIn, Facebook, 
Twitter etc.), external channels data pools (Faliagka et al., 2012; Kulkarni & Che, 
2019). In the public sector, evaluation and recruitment assessment procedures 
should be based upon undisputable and common to all candidates’ criteria, 
therefore any social media platforms should be excluded in order to ensure re-
liability, meritocracy, equality, transparency and the privacy of recruitment and 
allocation processes.  

A decision support system based on knowledge (Knowledge driven DSS) 
supports the decision makers, incorporating techniques from the Artificial Intel-
ligence’s field. It uses rules that lead inductively in drawing a conclusion based 
on facts that have been stored before. These systems can use ad hoc procedures, 
which equate the behavior of the system to that of an experts’ scope (Mitakos, 
2015). 

Machine learning has been used in workforce analytics for predicting candi-
date suitability for a particular job position with classification methods. Kulkarni 
and Che (2019) reported the great importance of AI implementation in talent 
recruitment, concluding in extensive use of proper machine learning techniques 
to support HR managers. A model was created providing a talent acquisition 
framework, which is based on a performance indicator that measures and mon-
itors the development of talent over time. In that model, the profile of the can-
didates who refused a job position was taken into account, as well as the reasons 
for rejecting a job offer, which are related to the salary, the place of work, the 
certain job position, the offer of a better job by competitors etc. Using machine 
learning techniques for classification, such as decision trees, support vector ma-
chines (SVM) and Naïve Bayes, and knowing candidate’s qualifications, salaries 
and their performance indicators score, it was possible to predict whether the 
selected candidate is likely to accept or reject the job offer as well as the reason 
why a selected candidate rejected the job offer (Deshpande et al., 2007).  
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Making use of data mining, classification methods and post-processing algo-
rithms, using linear regression with normalization, linear support vector ma-
chines and Naïve Bayes algorithms, based on features, derived from the job title 
(resulting from the job description by the employees themselves), HR informa-
tion (job address, experience, payment), social tags (status update, blogs, com-
munities, forums, bookmarks, calendars) and work products, can predict the job 
role and match each employee to the best position, so that the specialized skills 
required of employees ensure success in their work (Varshney et al., 2014). The 
Naïve Bayes algorithm was also used to create a framework for the selection and 
placement of human resources objectively, according to defined criteria, related 
to training, interview, age and experience related to the company’s quality stan-
dards (Khairina et al., 2017). In order to extract the rules to assist personnel se-
lection decisions, an empirical study was also conducted to create a data mining 
framework to explore the association rules between personnel characteristics 
and work behavior, based on decision trees. More precisely algorithm CHAID, 
C4.5 was used to make predictions about work behavior including performance, 
as well as stay in the company, using as input data, available data at the selection 
stage, such as age, gender, marital status, educational background, work expe-
rience and recruitment channels. The results showed that, variables related to 
school tiers, academic titles, and experience, were the main characteristics re-
lated to the predicted goals. Employees with higher qualifications, higher educa-
tional level, such as postgraduate or doctoral and employees with one or more 
years of work experience, performed better than other employees but their res-
ignation rate was higher than other employees. Furthermore, results showed that 
employees hired by internal channels were more likely to perform better than 
those hired by external channels (Chien & Chen, 2008). In order to overcome 
the problem of lack of a proper framework while recruiting new employees, 
Thakur et al. (2015) in a software industry, proposed machine learning tech-
niques based on rules produced by the use of Random Forest algorithm classifi-
cations on three main results (Good, Average, Poor). They used many parame-
ters depending on candidates’ skills as inputs to define the suitable results on 
performance as output. They gave the idea of setting a proper selection frame-
work and they concluded that attributes like programming skills, domain specif-
ic knowledge and analytical skills must be tested, as they have a significant pre-
diction power on the performance evaluation of a person. In another work, Azar 
et al. (2013) tried to connect working performance to some critical skills (effec-
tive factors) of employees, using machine learning algorithms, without obvious 
success, but they identified five features, valuable for promotion purposes: area 
of employment, education level, exam score, interview score and work expe-
rience. More specifically, they tried to both classify and connect personal em-
ployees’ performance based on several parameters like exams or job characteris-
tics (either quantitative or qualitative) to final work performance, using three 
different algorithms (QUEST, CHAID, CART). They concluded that input va-
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riables must be carefully selected. The selection of a proper classification algo-
rithm is also important for increasing accuracy. Machine learning models also 
have been used (Luo et al., 2019) to predict the performance of candidates for a 
particular job, using unsupervised latent models to estimate the relation between 
employees’ skills and work either for initial candidate selection or for assessing 
job performance. The aim of their research was to create a framework that can 
estimate an employee’s ability based on a set of activities he/she should perform, 
compared to the time other employees need for the same set of activities. 

3. Research Methodology 

The initial goal of the research was to identify the most appropriate algorithm to 
support the employees’ evaluation for selection and promotion decision making 
process. Towards this, a primary quantitative survey was conducted based on a 
questionnaire divided into two parts. The first part was seeking to find the de-
sirable qualifications of the following position types: Director/ Head of the De-
partment/ and Employee type A (entry position can anyone take over in an or-
ganization)/ Employee type B (senior employees). The latter part was seeking to 
identify the existing qualifications of currently working places holders. Regard-
ing the methodology of questionnaire building, this was based on the criteria set, 
used by the Supreme Staff Selection Board which is, in charge of the recruitment 
of the public sector in Greece. The questionnaire went through the validation 
process to determine whether it measures accurately the variables examined 
(Pampouktsi et al., 2020). The design strategy of the research instrument was 
based on Garcia et al. (2009) principles of simplicity, accuracy, clarity, feasibility, 
and construct coherence. In relation to the validation process upon the variety of 
statistical tools and techniques required, in this particular case, it was based on a 
scheme including: 

1) Cronbach’s Alpha test (which reached a value higher than 0.7),  
2) Exploratory Factor Analysis (EFA) and  
3) Confirmatory Factor Analysis (CFA). 
The researchers decided that it was most appropriate to proceed to the general 

validation methodology followed by several researchers such as Yu and Hsu 
(2013) and Moreno et al. (2014), who conducted an EFA and a Differential Item 
Functioning (DIF) analysis verifying the statistical significance of the uploaded 
items. The primary research provided all necessary data required to shape a da-
taset upon which the classification algorithms run. 

3.1. Data Collection and Employees’ Qualifications 
3.1.1. Data and Features Collection 
The dataset consists of data collected through a survey conducted in the public 
sector in Greece, regarding employees’ qualifications, as well as their current job 
position. The sample of employees represented almost all education levels and 
specialties, such as agriculture engineers, mechanical engineers, computer engi-
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neers, administration officers etc. More specifically, the data concerned: 
 Degree level: graduation from university or technological institute. 
 Degree value: the grade received in the basic degree title. 
 MSc holders: MSc diploma, relative to their job. 
 PhD holders: PhD diploma, relative to their job. 
 Graduation from National School of Public Administration. 
 Seminars attended during the last 10 years. 
 European languages: How many (and at which level) European languages 

they know. 
 Appraisal score: The achieved score of the employees in the previous ap-

praisal procedure. The appraisal score is the mean of scores each employee 
achieved in his/her evaluation for job knowledge, job relations and behavior, 
job effectiveness and leadership abilities. 

 Computer knowledge certification. 
 Total experience: How many years of working experience employees got. 
 Years of experience in an authority position. 
 Interview score: What score employees achieved in the interview for their 

position.  
 Participation in committees: in how many committees employees partici-

pated. 
 Research work: how many published research papers employees have. 
 What position employees hold in hierarchy (Director, Head of Department, 

new or senior employee).  
The conceptual experimental framework is depicted in Figure 1. 

3.1.2. Simulation of Employees’ Qualifications to Job Specification 
The collected data are related to the main types of positions in public sector and 
more precisely, Director, Head of department, Employee A and Employee B. 
Employee A, is the entry and basic position a candidate can take over in an or-
ganization and the succeeding position levels are, Employee B, Head of Depart-
ment and Director. The skills (required or desirable) taken into account for these 
positions, according to job specifications are:  

1) Director: university degree level, degree value, Master diploma, PhD dip-
loma (desirable), national school for public administration (desirable), number 
of seminars, knowledge of European languages, appraisal mean score, experience 
in years, authority position in years, interview score, participation in group work 
and committees, number of research work (desirable) and computer certifica-
tion.  

2) Head of Department: university degree level, degree value, Master diploma 
(desirable), PhD diploma (desirable), national school for public administration 
(desirable), number of seminars, knowledge of European languages, appraisal 
mean score, experience in years, authority position in years (desirable), inter-
view score, participation in team work and committees (desirable), number of 
research works (desirable) and computer certification.  
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Figure 1. Conceptual experimental framework of the performed tests. 
 
3) Employee A: university degree level, degree value, Master diploma (desira-

ble), PhD diploma (desirable), national school for public administration (desira-
ble), number of seminars, knowledge of European languages (desirable), expe-
rience in years (desirable) and computer certification.  

4) Employee B: university degree level, degree value, Master diploma (desira-
ble), PhD diploma (desirable), national school for public administration (desira-
ble), number of seminars, knowledge of European languages, experience in years 
(desirable) and computer certification. 

3.2. Database Preparation 
3.2.1. Data Import 
Database was based on data imported in an MS-Excel spreadsheet. After a first 
cycle evaluation comparing employees’ qualifications to position specification, 
we chose 1010 instances with a good pairing, to act as a true training set. The 
employees’ profiles were represented through required and desirable qualifica-
tions that formed the attributes (traits) of the datasets. 

3.2.2. Questionnaire Assessment and Weighting of Selected Criteria 
Employees’ opinion on selected criteria was collected in the first part of the 
questionnaire. The means of their answers acted as weighting coefficients. We 
have collected 196 full answers, an acceptable number for reliable statistical pro-
cedures. The coefficients’ weight was different for each position (Director, Head 
of department and employees positions). All coefficients were then standardized. 

3.2.3. Total Score Calculation 
Total score of each employee was calculated using a linear model, that includes 
the qualifications of each employee multiplied by the corresponding weighting 
coefficient for the specific job position. Then, all personal data have been rec-
orded and exported in a CSV (Comma Separated Values) file for further 
processing. 

3.3. Machine Learning Implementation 

Supervised machine learning schemata were employed for predicting the 
matching degree between the employees’ qualifications and the job profile. The 
employees profile was represented as a concatenated feature-value vector, and 
classifiers were trained on employees’ data to predict the employee-position 
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matching degree. The WEKA (Waikato Environment for Knowledge Analysis) 
machine learning workbench (Witten et al., 2017) was used for running the clas-
sification experiments on the selected dataset. The inputs consisted of the above 
mentioned attributes, plus the achieved total score of each employee. As an out-
put the position type among the four main positions was selected. 

3.4. Machine Learning Algorithms Classification 

From a large pool of available classifications algorithms, we selected a subset of 
them, based on the following criteria: 
• forecasting performance: i.e. the ability of the system to correctly identify the 

position level given the input attributes, 
• model explainability: i.e. the ability of a human domain expert (usually from 

the Human Resources area) to understand the indicators that led the system 
towards providing one over another prediction, 

• academic recognition: i.e. the existence of the algorithm over at least 10 years, 
as an indicator of reliability and wide-acceptance. 

Amongst many candidate classification algorithms, based on various theoret-
ical foundations such as statistics, neuroscience, kernel functions, etc, four algo-
rithms have been prevailing based on the aforementioned criteria in this study, 
which are also widely-known in the machine learning community. 

1) J48 is a decision tree induction algorithm initially developed as C4.5 
(Quinlan, 1996). C4.5 generates a decision tree based on information gain on the 
attributes assessment in the available training dataset. More specifically, the 
attribute/attributes whose values discriminate most clearly the training examples 
according to their class label is/are identified in each iteration (training cycle). 
The algorithm stops when there are no further attributes to explore or when all 
the training examples are separated satisfactory. Additionally, J48 incorporates 
two tree pruning methodologies: a) Subtree replacement and it replaces a node 
in a decision tree with the corresponding leaf, if the given subtree does not help 
classification accuracy. This pruning process starts from the higher leaves of the 
formed tree, and moves bottom up toward the root. b) Subtree raising in which a 
node may replace other nodes while it is moved towards the root. This type of 
pruning most of the times has insignificant effect on decision tree models (Wit-
ten et al., 2017).  

2) Random Forest, a meta-learning classification algorithm that runs itera-
tively and in each iteration a decision tree is induced from a randomly selected 
subset of the features. The input vector is run through multiple decision trees. 
The number of iterations is pre-defined. The final classification error is the 
mean error over all iterations. Random Forest is an extension of the decision tree 
classifier, as many classification trees are grown to classify a new object from an 
input vector and each tree gives a classification. The forest chooses the class 
which has the maximum number of votes. They usually can achieve high per-
formance. Furthermore although the final trained model can learn complex rela-
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tionships, the decision boundaries that are built during training are easy to un-
derstand (Breiman, 2001). 

3) Naïve Bayes, a probabilistic classifier based on the assumption of condi-
tional independence, which assumes that the appearance of a particular feature 
given the class value is unrelated to the appearance of the other feature within 
the dataset. Though not valid in reality, this assumption has been proven to cope 
well with several classification problems. The reason that Naïve Bayes often 
works so well is that it simplifies predictive modeling problems, can be coded 
easily and makes quick predictions. This algorithm needs a small amount of 
training data to determine the parameters necessary for classification. Thanks to 
the hypothesis of independent variables, there’s no need to estimate the entire 
covariance matrix but only the differentiations of the variables for each class 
(Russell & Norvig, 2009).  

4) Sequential Minimal Optimization (SMO), an ameliorated algorithm for 
training support vector machines. It cuts in pieces a large quadratic program-
ming (QP) optimization problem into smaller problems. SMO solves the smal-
lest optimization problem at every step. The inner loop of the algorithm is ex-
pressed in a short amount of C code, rather than invoking an entire library QP 
routine. Even though more optimization sub-problems are solved, each 
sub-problem is so fast to be solved that the overall QP problem is solved very 
quickly (Platt, 1998). SMO uses the sequential minimal optimization algorithm 
for training a support vector classifier, using polynomial or Gaussian kernels 
(Keerthi et al., 2001). 

It’s important to note here that various other algorithms (MLP, KStar, Ada-
Boost, etc.), were tested on our dataset for their accuracy and predictive ability, 
without satisfactory results. 

A machine learning model takes inputs and makes predictions. In our re-
search, data of 1010 employees’ qualifications were supplied. Our dataset con-
sisted of thirty five (35) Directors, two hundred and six (206) Head of Depart-
ment, seven hundred and twenty one (721) Employees B and forty eight (48) 
Employees A. The percentage of each position of the training dataset, representing 
class balance, is presented in Figure 2. 

Classification of attributes was based on decision trees (simple or boosted), 
Bayesian algorithms (Naϊve Bayes), and support vector machines (Figure 3) in 
order to develop a new framework, not only for human resources selection but 
also for proper positioning including authority positions.  

The goal of a classifier is to learn the decision boundaries between the various 
class labels (position types), based on the given training data and then utilizing 
that learned model to predict the value of each class of a previously unseen data-
set, usually referred as test set. To determine the generalization ability of a model 
would need to measure the average risk for the set of all possible data objects. In 
real life applications, this is not feasible, so we estimate the risk by counting it for 
a test set. Model selection based on testing trained models on a single test set  
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Figure 2. Class labels’ distribution diagram. 

 

 
Figure 3. Pattern analysis in our experiment (adapted from Maali et al., 2016). 

 
does not avoid the risk of overfitting, which means that the learned model has 
adjusted its behavior towards accurately predicting all training instances but fails 
when new examples are given to it. According to best practices, a more accurate 
estimation of the empirical risk can be obtained with k-fold cross-validation 
(CV) (Jankowski & Grabczewski, 2008). 

In our main experiments, in order to optimize algorithms’ performance we 
ran the appropriate meta-learning modules. This led us to choose either the de-
fault values, or the automatically proposed parameter values. The optimization 
refers to improved accuracy and calculated errors (especially root mean-squared 
error) and in general, improved performance of algorithm classification. We 
should note however that in some cases, the default parameters of each algo-
rithm superseded any other combination, which can be expected, since these set-
tings have been decided upon experimenting with many datasets from the 
WEKA contributors. The Cross-Validation parameters selection meta-learner of 
WEKA showed slight improvement only for the J48 algorithm.  

4. Classification Results 

In our main experiments, the 10-fold cross-validation training strategy was used. 
In this technique we split the set of available data into n parts and perform n 
training and test processes (each time the test set is one of the parts and the 
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training set consists of the rest of the data). Average test risk can be a good esti-
mate of real generalization ability of the tested algorithm, especially when the 
whole cross-validation is performed several times (each time with different data 
split) and n is appropriately chosen (Jankowski & Grabczewski, 2008). In our 
experiments, the original sample was randomly partitioned into ten subsamples. 
Dataset was separated into training and validation sets in a ratio of 90% to 10%. 
For testing the model, one out of ten subsamples was kept as validation data, and 
the other nine were used as training data. The cross-validation process was then 
repeated ten times, with each of the ten subsamples being used only once. Re-
sults were averaged across the ten experiments. In general, we provided all of the 
training data to the following learning algorithms and let the learning algorithms 
to discover the mapping between the inputs and the output class label that mi-
nimizes the prediction error.  

4.1. Decision Trees 

We use decision trees mainly for classification and forecasting cases. They are 
represented by the rules IF-THEN-ELSE, starting from the root of the tree and 
ending in its leaves. The characteristics of the problem are included in the tree 
nodes. The tree nodes are described by logical conditions using single features. 
The nodes of a tree are characterized by the names of the features, while the 
edges are named with the possible values that a feature can take and the leaves 
with the different classes (Murthy, 1998). 

4.1.1. Results of Classification for J48 Algorithm 
Table 1 presents the basic optimized parameters used for the J48 algorithm de-
manding subtrees and pruned branches. These parameters were considered sa-
tisfactory according to the nature of our data. 

Figure 4 provides the results for J48 classification including precision and 
recall of training (learning) for the certain algorithm leading to four classes 
corresponding to the four types of main job positions. The best results were 
retrieved for position Director reaching 1.0 for recall, with very good 
calculations (over 0.95) for Head of Department and Employee B. Employee A 
showed satisfactory recall at 0.85. Precision of true predicted values was high 
and at least 0.94 for all cases. According to J48 classifier output, the correctly 
classified instances were 979, the incorrectly 31, concerning employees of B level, 
A level and Head of department and thus forming a grey zone in classification. 
The mean absolute error was 0.0244 and the root mean squared error was 
0.1173. High recall is very useful for prediction purposes. In our findings, it was 
very high for Director, Head of Department and Employee B positions, and sa-
tisfactory for employee A. In combination with high precision, this algorithm is 
considered very useful for classification and prediction purposes. This algorithm 
is considered suitable for interpretation of the forecasting process by a human 
expert. 
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Figure 4. Precision and recall for J48 classification algorithm. 

 
Table 1. J48 algorithm parameter values. 

Binary Splits False 

Confidence Factor 0.1 

Minimum instances per leaf 3 

Reduced Error Pruning False 

Subtree Raising True 

Pruned True 

Laplace Smoothing False 

 
According to the J48 tree (Figure 5), the most important attributes were the 

experience in authority years and the total score, based on employees’ qualifica-
tions for the specific position. The total score was considered by the algorithm 
the most important attribute of all. According to the algorithm estimations, total 
score could distinguish easily the Director (>0.6825) and Employee A (≤0.2474) 
positions, while the experience in authority is useful for distinguishing Employee 
B and Head of department. Authority years > 0 may distinguish between Head 
of Department and Employee of B level, but when authority years are zero, then 
total score proved to be a safe criterion again (Head of Department needs > 
0.4805 for promotion reasons). When authority years are above 2, then the com-
bination of authority years and total score > 0.3493 may easily distinguish be-
tween the two classes (positions). Always the total score of an employee is very 
important for the position will take over. Accuracy of the constructed model 
reached 96.93%. 

4.1.2. Results of Classification for Random Forest Algorithm 
Table 2 tabulates the basic parameters for the Random Forest algorithm (default 
values of WEKA were accepted as satisfactory).  
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Figure 5. The tree produced by classification algorithm J48. 

 
Table 2. Random forest parameter values. 

Maximum Depth Unlimited 

Number of attributes 0 

Number of trees to be generated 100 

Seed 1 

 
Figure 6 provides the results for Random Forest classification (precision and 

recall) of training of the certain algorithm. Precision was again high and over 
0.90 for all classes (positions), while recall was over 0.90 only for Head of 
department and Employe B and around 0.80 for the two other classes. The recall 
values were poor for two classes weakening its predictive ability. This classification 
algorithm managed to distinguish different positions satisfactory leading to 960 
correctly classified instances. The incorrectly classified instances were 50, 
concerning 7 Directors, 18 Head of Departments, 16 Employees B and 9 
Employees A. The mean absolute error was 0.0559 and the root mean squared 
error was 0.1465, while accuracy of the constructed model reached 95.04%. 

 

 
Figure 6. Precision and recall for random forest classification algorithm. 
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According to the produced model, the most important attributes based on 
average impurity decrease and the number of nodes using that attributes are: the 
total score, the bachelor grade, the experience in authority positions, the PhD 
degree, the seminars, the appraisal score and the total experience years. 

4.2. Bayesian Algorithms 

Bayesian classification is a traditional and widely used machine learning tech-
nique, based on the application of Bayes’ theorem. By its principle, it counts the 
probability of an event occurring, through the probability of another already 
occurred event. In a Bayesian classifier, the goal is to choose the most likely class 
from a set of possible labels and not to determine the actual probability of a sin-
gle one (Province, 2015). 

Results of Classification for Naïve Bayes Algorithm 
Table 3 presents the basic parameters for Naïve Bayes algorithm (default values 
of WEKA were accepted as satisfactory).  

Figure 7 provides the results for classification (precision and recall) of 
training of the certain NB algorithm. Precision was over 0.85 for almost all 
classes (positions), except for Employee A (0.712). The highest value was 
achieved for Employee B (0.982). Recall was generally high and reached 1.0 for 
Director. Only Employee A showed a recall value lower than 0.9 (0.875). The 
predictive power of this algorithm is also satisfactory since recall values are very 
high. This classification algorithm managed to distinguish different positions sa-
tisfactory leading to 941 correctly classified instances (69 incorrectly). The mean 
absolute error (MAE) was 0.0401 and the root mean squared error (RMSE) was 
0.1742, while accuracy of classification estimations reached 93.16%.  

 

 
Figure 7. Precision and Recall for Naïve Bayes (NB) classification algorithm. 

 
Table 3. Naïve Bayes Parameter values. 

Use kernel estimator No 

Use supervised discretization No 

Threshold optimization No 

0.854

1.000

0.851
0.9420.982

0.929

0.712

0.875

0.000

0.200

0.400

0.600

0.800

1.000

PRECISION RECALL

Naϊve Bayes Precision & Recall

Director Head of Department Employee B Employee A

https://doi.org/10.4236/ojbm.2021.92030


P. Pampouktsi et al. 
 

 

DOI: 10.4236/ojbm.2021.92030 550 Open Journal of Business and Management 

 

4.3. Support Vector Machines 

Support vector machines (SVM) were introduced by Boser et al. (1992), to solve 
both classification and regression problems. In classification problems according 
to the parameters used, can produce models with different types of decision 
margins. Margins can be linear or non-linear. A linear SVM is a hyperplane that 
separates a set of positive examples from one set of negatives, maximizing the 
margin in the area of characteristics, the distance of the hyperplane from the 
nearest positive or negative examples (Schölkopf et al., 1998). The complexity of 
the margins does not lead to poor generalization, because the margins optimiza-
tion takes care of the correct placement of the margins. Support vector machines 
minimize the empirical risk both for classification and regression problems 
(Jankowski & Grabczewski, 2008). 

Results of Classification for SMO Algorithm 
Table 4 presents the basic parameters for the SMO algorithm (default values of 
WEKA). Figure 8 provides the results of classification (precision and recall) of 
training of the SMO algorithm. Precision was again very good (between 0.82 for 
Employee A and 0.93 for Director and Employee B), while recall was over 0.70 
for all classes (positions) except for Employee A (it was low reaching only 0.48). 
SMO showed disappointing results for recall and weak predictive ability for Em-
ployee A. This classification algorithm managed to distinguish different positions 
satisfactory and the correctly classified instances were 934. The mean absolute 
error was 0.2565 and the root mean squared error was 0.3221, while accuracy of 
the constructed model reached 92.47%. 

 
Table 4. SMO parameter values. 

Complexity parameter 1.0 

Round-off error 1.0E−12 

Filter Type Normalize training data 

Kernel PolyKernel (exp. 1.0) 

Random seed for cross validation 1 

Tolerance parameter 0.001 

 

 
Figure 8. Precision and Recall for SMO classification algorithm.   
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5. Experimental Results and Discussion 

In this work, supervised machine learning techiniques (based on decision trees, 
support vector machines and bayesian algorithms) were used to predict future 
best selection and positioning of human resources. In order to find the best em-
ployees’ position, a general-purpose ability model learning framework was de-
veloped for each algorithm, which facilitated the learning process from multiple 
dimensions by combining observable variables as well as hidden patterns em-
bedded in the employees’ formal qualifications. All classification algorithms led 
to four classes, for every potential positioning in the organization (Director, 
Head of Department, Employee A and Employee B). The mean accuracy of clas-
sification, using the 10-fold cross-validation method was very high, 96.93% for 
J48, 95.04% for Random Forest, 93.16% for Naïve Bayes and 92.47% for SMO. 
Concerning error estimations, it was found that algorithm J48 showed the lowest 
error values. More precisely, mean absolute error (MAE) value was 0.0244 and 
root mean squared error (RMSE) value was 0.1173. This finding may lead to 
better predictions using the J48 algorithm in comparison to the rest algorithms. 
The highest MAE and the highest RMSE was calculated for the SMO algorithm 
(0.2561 and 0.3221 respectively). Even though in many previous research works 
SVM seems to outperform base classifiers, in our case SVM did not manage to 
behave like this. Upon applying different kernel choices and regularization pa-
rameters (which resulted in a very long training time) the lower performance in-
dicated that a very large number of the training data ended up as support vec-
tors. Furthermore, the no free lunch theorem says that there is no a-priori supe-
riority for any classifier system over the others, so the best classifier for a partic-
ular task is itself task-dependent. 

Τhe metric F-Measure provides an overall estimate of the models, as it 
combines two other metrics, recall and accuracy. The metric F-Measure is 
essentially its harmonic mean of recall and accuracy (Gaber et al., 2007). Figure 
9, displays the F-Measure classification results of the main aforementioned ma-
chine learning algorithms (J48, Random Forest, Naϊve Bayes and SMO). The J48  

 

 
Figure 9. F-Measure values and comparisons for J48, Random Forest, 
Naïve Bayes and SMO algorithms. 
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algorithm produces the best results in both precision and recall followed by 
Random forest and Naïve Bayes. On the other hand, SMO produces the worst 
results in comparison to the other algorithms, exhibiting lower values for recall. 

Our results indicated that J48 gives more accurate classification and thus 
computes the proper work positions better, followed by Random Forest. The 
parameters of the rest algorithms were similar and also satisfactory (but with 
lower pairing accuracy). 

As previously mentioned, other methods were also studied. We focused on 
implementing neural networks and more specifically Multilayer Perceptron 
(MLP). However, the F-Measure value failed to reach the levels of the other al-
gorithms, it was below 0.9 (0.8822) resulting in the poorest performance. This 
was mainly attributed to the low recall values for the case of the Head of De-
partment position, which reached a significant low of 0.625. Mean recall was 
0.844, exhibiting low predictive ability and very poor in comparison to the rest 
algorithms. Precision was satisfactory (close to 0.93) and better than Naïve Bayes 
and SMO, but lower than J48 and similar to Random Forest. Because of the fact 
that in our experiment Multilayer Perceptron showed poor predictive ability in 
comparison to tree-based algorithms, we chose not to present in detail its results. 
Another reason is that MLP operates as a “black box” in the sense that upon 
performing a prediction, there is nothing to be provided to a human expert in 
order to reason on which factors the prediction was made. 

In similar experiments Chien and Chen (2008) using machine learning tech-
niques based on decision trees and more specifically on CHAID classifier algo-
rithm, tried to set some objective rules on recruitment of the best personnel for a 
high technology industry. They described five classes of different work positions 
(job or work description) based on certain qualifications and demands, with sa-
tisfactory confidence (63% - 96%). Another work based on Naïve Bayes algo-
rithm was used to classify methods of selection of new personnel from Human 
Resources departments with encouraging results (Khairina et al., 2017). This 
work presented unclear effectiveness and precision that seems relatively low. 
Varshney et al. (2014), in their work on IBM salesmen’ data reported accuracy 
around 80% using HR information and job title (the main attributes). Azar et al. 
(2013) reported accuracy between 60% and 80%, depending on the chosen algo-
rithm and the parameters used (with main features: province of employment, 
education level, exam score, interview score and work experience). All prior ex-
periments were conducted in the private sector. 

In our analysis the most significant attributes with the highest prediction 
power in estimating the suitability of a person for selecting employees for au-
thority (higher) positions or for recruitment are associated with their total score 
which includes all his/her qualifications (required and desirable), in combina-
tion with the job’s description requirements. For promotion purposes the most 
important attribute is total score of employees in association to previous expe-
rience in such positions. For selecting employees for recruitment, is the total 
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score based on employees’ qualifications referred to the present work (a total of 
typical and objective qualifications, most of them being the selection basis for 
civil servants in Greek public sector). Our proposal is to place the right people in 
the right position, rapidly and with high accuracy, in order to save resources and 
assist the decision support system. 

The precision of our experiments was very high (over 0.9) for all classifiers 
and especially for J48, which also showed the greatest F-measure (that combines 
precision and good pairing) over 0.90. Accuracy for J48 was also very high, 
reaching 97% of correctly classified instances. Furthermore the time for building 
the model is much shorter using the J48 algorithm (only 0.01 seconds). As a re-
sult the proposed model here called as the Employees’ Evaluation for Recruit-
ment and Promotion Algorithm Model (EERPAM), constructed by J48 algo-
rithm. J48 showed more than promising classification results and high predictive 
ability, for personnel selection and re-allocation purposes. High precision, pair-
ing and accuracy allowed us to classify successfully the 1010 employees in four 
different classes (job positions) and make predictions for future personnel selec-
tion. Our results showed higher accuracy and predictive power than previous 
research on machine learning selection of human resources (Varshney et al., 
2014; Azar et al., 2013; Khairina et al., 2017). The practical significance of our 
research through the proposed learning based model, is the prediction of proper 
selection and positioning of employees among many candidates, horizontally 
(job position matching) or vertically in authority positions, evaluating em-
ployees formal qualifications and job description’ specifications.  

6. Conclusion and Future Research 

In this work supervised machine learning is used to predict the best matching of 
employees in the public sector. Results produced by the conducted experiments 
were promising with the J48 algorithm providing the best classification results. 
From all used attributes the most important are, total score of each employee 
and his/her experience in authority positions. 

Our novelty approach differentiates from previous work because: 
1) We used only fully measurable criteria (features). 
2) Total score as a basic feature, was calculated as a feature vector of formal 

qualifications (employee’s skills) in accordance with the specific job description 
requirements. 

3) The specific weight of each criterion used, was defined by employees’ opi-
nion of public sector, in accordance with each main job position. 

4) This research was conducted in the public sector as a novel approach for 
selection and positioning of civil servants. 

5) The proposed machine learning model determined the boundaries of each 
of the four main positions, leading to classification prediction accuracy over 90% 
for better positioning and matching of candidates.  

The main contribution of our research is that machine learning managed suc-
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cessfully to predict the proper matching between employees and positions, pro-
viding a reliable tool for personnel evaluation and proper selection, positioning 
and promotion of candidates, supporting human resources departments to make 
accurate and objective decisions. The total scheme proposed here, may be the 
basis of a framework for proper personnel recruitment and positioning (hori-
zontal positioning) and also for promotion in authority positions (vertical posi-
tioning). The limitations of our research are related to the sample of 1010 in-
stances in our dataset that included University and Technical Institutions grad-
uate employees. From this viewpoint, the proposed model may not be appropri-
ate for secondary or lower level-graduate personnel. Regarding further research 
opportunities we will evaluate the performance of the proposed model using its 
outcomes to compare expected classes with existing employees’ datasets in order 
to predict the best fitting candidacy and evaluate the appropriateness in current 
position according to the job descriptions. 

Conflicts of Interest 

The authors declare no conflicts of interest regarding the publication of this pa-
per. 

References 
Avdimiotis, S. (2016). Tacit Knowledge Management within Hospitality Establishments: 

Revealing the Body of the Iceberg. International Journal of Knowledge Management 
(IJKM), 12, 15-29. https://doi.org/10.4018/IJKM.2016070102 

Azar, A., Sebt, M. V., Ahmadi, P., & Rajaeian, A. (2013). A Model for Personnel Selection 
with a Data Mining Approach: A Case Study in a Commercial Bank. SA Journal of 
Human Resource Management, 11, Article No. 449.  
https://doi.org/10.4102/sajhrm.v11i1.449 

Becker, B. E., & Huselid, M. A. (2006). Strategic Human Resource Management: Where 
Do We Go from Here? Journal of Management, 32, 898-925.  
https://doi.org/10.1177/0149206306293668 

Boser, E., Guyon, I. M., & Vapnik, V. (1992). A Training Algorithm for Optimal Margin 
Classifiers. In D. Haussler (Ed.), Proceedings of the 5th Annual ACM Workshop on 
Computational Learning Theory (pp. 144-152). Pittsburgh, PA: ACM Press.  
https://doi.org/10.1145/130385.130401 

Breiman, L. (2001). Random Forests. Machine Learning, 45, 5-32.  
https://doi.org/10.1023/A:1010933404324 

Chien, C.-F., & Chen, L.-F. (2008). Data Mining to Iimprove Personel Selection and 
Enhance Human Capital: A Case Study in High Technology Industry. Expert Systems 
with Applications, 34, 280-290. https://doi.org/10.1016/j.eswa.2006.09.003 

Collins, J. (2001). Good to Great: Why Some Companies Make the Leap... and Others 
Don’t. New York: Harper Collins Publishers Inc. 

Deshpande, S., Bhat, S., Pawar, S., Srivastava, R., & Palshikar, G. K. (2007). iTAG: Ana-
lytics for Talent Acquisition (p. 10). Tata Research Development and Design Centre. 
Tata Consultancy Services. 

Faliagka, E., Ramantas, K., Tsakalidis, A., & Tzimas, G. (2012). Application of Machine 

https://doi.org/10.4236/ojbm.2021.92030
https://doi.org/10.4018/IJKM.2016070102
https://doi.org/10.4102/sajhrm.v11i1.449
https://doi.org/10.1177/0149206306293668
https://doi.org/10.1145/130385.130401
https://doi.org/10.1023/A:1010933404324
https://doi.org/10.1016/j.eswa.2006.09.003


P. Pampouktsi et al. 
 

 

DOI: 10.4236/ojbm.2021.92030 555 Open Journal of Business and Management 

 

Learning Algorithms to an Online Recruitment System. ICIW 2012: The Seventh In-
ternational Conference on Internet and Web Applications and Services, Stuttgart, 27 
May-1 June 2012, 215-220. 

Gaber, M., Zaslavsky, A., & Krishnaswamy, S. (2007). A Survey of Classification Methods 
in Data Streams. In C. Aggarwal (Ed.), Data Streams, Models and Algorithms (pp. 
39-59). Berlin: Springer. https://doi.org/10.1007/978-0-387-47534-9_3 

Garcia, M. D. Y. P., Rodríguez, F. S., & Carmona, L. O. (2009). Validation of Question-
naires. Reumatología Clínica, 5, 171-177. https://doi.org/10.1016/j.reuma.2008.09.007 

Jankowski, N., & Grabczewski, K. (2008). Learning Machines. In J. Kacprzyk (Ed.), Stu-
dies in Fuzziness and Soft Computing (pp. 1-35). Berlin: Springer.  

Kaplan, A., & Haenlein, M. (2019). Siri, Siri, in My Hand: Who’s the Fairest in the Land? 
On the Interpretations, Illustrations, and Implications of Artificial Intelligence. Busi-
ness Horizons, 62, 15-25. https://doi.org/10.1016/j.bushor.2018.08.004 

Keerthi, S. S., Shevade, S. K., Bhattacharyya, C., & Murthy, K. R. K. (2001). Improvements 
to Platt’s SMO Algorithm for SVM Classifier Design. Neural Computation, 3, 637-649.  
https://doi.org/10.1162/089976601300014493 

Khairina, D. M., Maharani, S., Ramadiani, R., & Hatta, H. R. (2017). Decision Support 
System for Admission Selection and Positioning Human Resources by Using Naïve 
Bayes Method. Advanced Science Letters, 23, 2495-2497.  
https://doi.org/10.1166/asl.2017.8653 

Kolbjørnsrud, V., Amico, R., & Thomas, R. J. (2016). How Artificial Intelligence Will Re-
define Management. Harvard Business Review. 

Kulkarni, S. B., & Che, X. (2019). Intelligent Software Tools for Recruiting. Journal of In-
ternational Technology and Information Management, 28, Article 1.  
https://scholarworks.lib.csusb.edu/jitim/vol28/iss2/1  

Luo, Z., Liu, L., Yin, J., Li, Y., & Wu, Z. (2019). Latent Ability Model: A Generative Prob-
abilistic Learning Framework for Workforce Analytics. IEEE transactions on know-
ledge and data engineering, 31, 923-937. https://doi.org/10.1109/TKDE.2018.2848658 

Maali, A., Mahdavi, M. A., & Gheshlaghi, R. (2016). Suitability of Sequence-Based Feature 
Vector for Classification Algorithm Improves Accuracy of Human Protein-Protein In-
teraction Prediction: A Red Blood Cell Case Study. Current Bioinformatics, 11, 291-300.  
https://doi.org/10.2174/1574893610666151026215233 

Mitakos, T. (2015). Management Informational Systems. Athens: Association of Greek 
Academic Libraries. http://www.kallipos.gr  

Mohammad, R., Thabtah, F., & McCluskey, L. (2015). Tutorial and Critical Analysis of 
Phishing Websites Methods. Computer Science Review Journal, 17, 1-24.  
https://doi.org/10.1016/j.cosrev.2015.04.001 

Moreno, E. M. O., de Luna, E. B., Gómez, M. D. C. O., & López, J. E. (2014). Structural 
Equations Model (SEM) of a Questionnaire on the Evaluation of Intercultural Second-
ary Education Classrooms. Suma Psicológica, 21, 107-115.  
https://doi.org/10.1016/S0121-4381(14)70013-X 

Murthy, S. K. (1998). Automatic Construction of Decision Trees from Data: A Multidis-
ciplinary Survey. Data Mining and Knowledge Discovery, 2, 345-389.  
https://doi.org/10.1023/A:1009744630224 

Pampouktsi, P., Avdimiotis, S., & Avlonitis, M. (2020). A Human Resources’ Selection 
and 2-Way Positioning Evaluation System in Public Sector. Proceedings of Interna-
tional Conference on Contemporary Marketing Issues, Thessaloniki, 11-13 September 
2020, 187-199. 

https://doi.org/10.4236/ojbm.2021.92030
https://doi.org/10.1007/978-0-387-47534-9_3
https://doi.org/10.1016/j.reuma.2008.09.007
https://doi.org/10.1016/j.bushor.2018.08.004
https://doi.org/10.1162/089976601300014493
https://doi.org/10.1166/asl.2017.8653
https://scholarworks.lib.csusb.edu/jitim/vol28/iss2/1
https://doi.org/10.1109/TKDE.2018.2848658
https://doi.org/10.2174/1574893610666151026215233
http://www.kallipos.gr/
https://doi.org/10.1016/j.cosrev.2015.04.001
https://doi.org/10.1016/S0121-4381(14)70013-X
https://doi.org/10.1023/A:1009744630224


P. Pampouktsi et al. 
 

 

DOI: 10.4236/ojbm.2021.92030 556 Open Journal of Business and Management 

 

Platt, J. (1998). Sequential Minimal Optimization: A Fast Algorithm for Training Support 
Vector Machines. Tech. Rep., Microsoft Research, Technical Report msr-tr-98-14. 

Province, B. N. (2015). The Effects of Parameter Tuning on Machine Learning Perfor-
mance in a Software Defect Prediction Context (p. 104). Graduate Theses, Disserta-
tions, and Problem Reports 6457. 

Quinlan, J. R. (1996). Bagging, Boosting and C4.5. In 13th National Conference on Artifi-
cial Intelligence (pp. 725-730). Portland, OR: AAAI Press. 

Russell, S., & Norvig, P. (2009). Artificial Intelligence: A Modern Approach (3rd ed.). 
Upper Saddle River, NJ: Prentice Hall.  

Schölkopf, B., Burges, C., & Smola, A. (1998). Advances in Kernel Methods Support Vec-
tor Machines. Cambridge, MA: MIT Press. 

Thakur, G. S., Gupta, A., & Gupta, S. (2015). Data Mining for Prediction of Human Per-
formance Capability in the Software-Industry. International Journal of Data Mining & 
Knowledge Management Process, 5, 53-64. https://doi.org/10.5121/ijdkp.2015.5205 

Varshney, K. R., Chenthamarakshan, V., Fancher, S. W., Wang, J., Fang, D., & Mojsilović, 
A. (2014). Predicting Employee Expertise for Talent Management in the Enterprise. 
Proceedings of the ACM SIGKDD International Conference on Knowledge Discovery 
and Data Mining, New York, 24-27 August 2014, 1729-1738.  
https://doi.org/10.1145/2623330.2623337 

Witten, I. H., Frank, E., Hall, M. A., & Pal, C. J. (2017). Data Mining: Practical Machine 
Learning Tools and Techniques (4th ed.). Burlington, MA: Morgan Kaufmann. 

Yu, S. C., & Hsu, W. H. (2013). Applying Structural Equation Modelling Methodology to 
Test Validation: An Example of Cyberspace Positive Psychology Scale. Quality & Quanti-
ty, 47, 3423-3434. https://doi.org/10.1007/s11135-012-9730-3 

 

https://doi.org/10.4236/ojbm.2021.92030
https://doi.org/10.5121/ijdkp.2015.5205
https://doi.org/10.1145/2623330.2623337
https://doi.org/10.1007/s11135-012-9730-3

	Applied Machine Learning Techniques on Selection and Positioning of Human Resources in the Public Sector
	Abstract
	Keywords
	1. Introduction
	2. Literature Review
	3. Research Methodology
	3.1. Data Collection and Employees’ Qualifications
	3.1.1. Data and Features Collection
	3.1.2. Simulation of Employees’ Qualifications to Job Specification

	3.2. Database Preparation
	3.2.1. Data Import
	3.2.2. Questionnaire Assessment and Weighting of Selected Criteria
	3.2.3. Total Score Calculation

	3.3. Machine Learning Implementation
	3.4. Machine Learning Algorithms Classification

	4. Classification Results
	4.1. Decision Trees
	4.1.1. Results of Classification for J48 Algorithm
	4.1.2. Results of Classification for Random Forest Algorithm

	4.2. Bayesian Algorithms
	Results of Classification for Naïve Bayes Algorithm

	4.3. Support Vector Machines
	Results of Classification for SMO Algorithm


	5. Experimental Results and Discussion
	6. Conclusion and Future Research
	Conflicts of Interest
	References

