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Abstract

Heart disease remains one of the leading causes of mortality worldwide, ac-
counting for millions of deaths annually. Early detection of individuals at risk
is essential for reducing complications and improving patient outcomes. This
study applies logistic regression, a supervised machine learning algorithm, to
predict the likelihood of heart disease based on clinical and demographic fea-
tures such as age, sex, chest pain type, resting blood pressure, cholesterol level,
fasting blood sugar, and maximum heart rate achieved. The dataset obtained
from Kaggle’s Heart Disease Dataset, comprises 1025 patient records with 14
attributes. Following data preprocessing including handling missing values,
feature scaling using StandardScaler, and categorical encoding, the data were
divided into training (80%) and testing (20%) subsets. A logistic regression
model with the liblinear solver and L2 regularization was trained and evalu-
ated using multiple performance metrics. The model achieved 85.24% accu-
racy on the training set and 80.49% accuracy on the test set, with a ROC-AUC
score of 0.86 and consistent results from 5-fold cross-validation. These find-
ings demonstrate that logistic regression provides a robust, interpretable, and
computationally efficient approach for binary classification in healthcare. The
model’s high recall indicates its reliability in identifying patients at risk of
heart disease, supporting its potential application in clinical decision-support
systems for early diagnosis and intervention.
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1. Introduction

Heart disease is among the leading causes of death worldwide. Early detection
heart disease, also known as cardiovascular disease (CVD), remains one of the
most significant health challenges worldwide. According to the World Health Or-
ganization (WHO), approximately 17.9 million people die from CVD each year,
representing 32% of all global deaths [1]. This alarming figure underscores the
urgent need for effective tools to predict and prevent heart related conditions. Early
diagnosis can greatly reduce the risk of complications by allowing timely inter-
vention and lifestyle modifications. Traditional diagnostic techniques, such as
electrocardiograms (ECG), echocardiography, and angiography, are accurate but
often costly, time-consuming, and require specialized expertise. In recent years,
machine learning (ML) has emerged as a valuable approach in healthcare analyt-
ics, offering automated, data-driven methods for identifying disease patterns and
improving clinical decision-making. Among ML algorithms, Logistic Regression
(LR) is one of the most widely used techniques for binary classification problems
where outcomes are categorized into two groups, such as the presence or absence
of heart disease. It is computationally efficient, interpretable, and particularly suit-
able for medical datasets where transparency and simplicity are important. Lo-
gistic Regression not only predicts whether an individual has heart disease but
also provides insights into which factors (such as age, cholesterol, or blood pres-
sure) most influence the risk. Recent research has shown that integrating multiple
health indicators into a predictive model significantly improves diagnostic accu-
racy. Logistic Regression models, when trained on quality clinical data, can serve
as early screening tools that assist healthcare professionals in identifying at-risk
patients before severe symptoms occur [2]. The goal of this study is to develop a
Logistic Regression model using the Heart Disease Dataset from Kaggle to predict
the likelihood of heart disease. The model’s performance is evaluated through
training and testing phases, and its accuracy is compared across multiple metrics
to assess its reliability. Ultimately, this study aims to demonstrate how machine
learning can complement traditional medical assessments by providing accessible
and interpretable tools for heart disease prediction.

2. Literature Review

This section reviews existing research and methodologies related to heart disease
prediction using machine learning. The focus is on the use of Logistic Regression
and other algorithms, key predictive factors, and challenges associated with mod-

eling cardiovascular disease.

2.1. Overview of Heart Disease Prediction Using Machine Learning

Over the past decade, machine learning models have gained widespread attention
for their ability to predict medical conditions, including heart disease. Researchers
have applied various algorithms such as Logistic Regression, Support Vector Ma-

chines (SVM), Random Forests, Decision Trees, and Artificial Neural Networks
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to classify patients based on clinical and demographic data. These models leverage
features such as age, gender, cholesterol levels, blood pressure, chest pain type,
maximum heart rate and exercise-induced angina to predict whether a person has
heart disease. Machine learning models are particularly useful because they can
detect complex patterns and relationships in large datasets that may not be appar-
ent to clinicians. For example, combining multiple health indicators in a predic-
tive model can improve the accuracy of early diagnosis, enabling healthcare pro-
viders to intervene before the disease progresses. According to Dey et al. 3], Lo-
gistic Regression is a commonly used approach in heart disease prediction because
it balances interpretability and predictive performance. Unlike more complex
models, Logistic Regression provides probabilities for the presence of disease, of-
fering clear, actionable insights. This makes it particularly suitable for binary clas-
sification problems where outcomes are discrete such as determining whether

heart disease is present (1) or absent (0).

2.2. Role of Logistic Regression in Medical Diagnosis

Logistic Regression (LR) is one of the most widely used statistical models in
healthcare analytics, especially for predicting the presence or absence of diseases.
It is a supervised learning algorithm designed for binary classification problems,
meaning it predicts outcomes that have two possible values, such as “disease” or
“no disease”.

The core strength of Logistic Regression lies in its ability to estimate the prob-
ability of an event occurring, rather than just providing a yes/no answer. The
model uses a sigmoid function to map any input from the linear combination of
features to a probability between 0 and 1. This allows healthcare professionals to
determine risk levels and set thresholds for intervention. For example, if the model
predicts an 85% probability of heart disease for a patient, doctors can prioritize
further diagnostic tests or preventive measures for that individual.

In heart disease prediction, Logistic Regression assigns weights to each feature,
which quantify how strongly that feature contributes to the outcome. For instance,
higher age, elevated cholesterol, and high blood pressure typically increase the
probability of heart disease. Conversely, protective factors such as regular exercise
or lower cholesterol may reduce risk. This interpretability is crucial in medical
contexts because it allows clinicians to understand why the model made a partic-
ular prediction, increasing trust in its use.

Additionally, Logistic Regression is computationally efficient and does not re-
quire extensive computational resources, which is advantageous when working
with small to medium-sized datasets commonly found in healthcare research. Its
simplicity and transparency make it suitable for integration into hospital systems,

clinical decision support tools, and mobile health applications.

2.3. Comparison with Other Machine Learning Models

While Logistic Regression is widely used for heart disease prediction due to its
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simplicity and interpretability, other machine learning models are also em-
ployed in research and practice. Each model has its own strengths and weak-
nesses, often balancing accuracy, complexity, and interpretability. Understand-
ing these alternatives provides context for why Logistic Regression is chosen

for this study.

2.3.1. Decision Trees

Decision Trees are a non-linear, rule-based classification method commonly used

in medical diagnostics [4]. Decision Trees are easy to interpret because they visu-

ally represent decision rules, allowing clinicians to trace how predictions are
made. However, they are prone to overfitting, especially when the tree grows too

deep, which can reduce predictive accuracy on unseen data [5].

e Advantages: Decision Trees are intuitive and easy to visualize, allowing clini-
cians to see the step-by-step reasoning behind predictions. They can also cap-
ture non-linear relationships between features, which Logistic Regression may
not detect.

e Disadvantages: Large or deep Decision Trees can overfit the training data,
leading to poor generalization on new patients. They are also sensitive to small
changes in data, which may result in different tree structures.

Decision Trees are often used as a baseline model in heart disease research due
to their transparency, but they may require pruning or regularization to prevent

overfitting.

2.3.2. Random Forests

Random Forests are an ensemble method that builds multiple decision trees and

aggregates their predictions to improve performance [5]. Each tree in the forest is

trained on a random subset of the data and features, making the model more ro-
bust.

e Advantages: Random Forests handle complex, non-linear relationships
better than a single Decision Tree. They also reduce the risk of overfitting
and improve predictive performance, especially on medium to large da-
tasets.

¢ Disadvantages: While more accurate than a single tree, Random Forests are
less interpretable. Clinicians cannot easily trace the decision-making process
across hundreds of trees. Computational requirements are higher compared to
Logistic Regression or single Decision Trees.

Random Forests are often favored for research when the focus is on maximizing

prediction accuracy rather than interpretability.

2.3.3. Support Vector Machines (SVM)

Support Vector Machines are powerful algorithms that classify data by finding the
hyperplane that best separates the classes. SVMs can also use kernel functions to
handle non-linear relationships.

e Advantages: SVMs are effective in high-dimensional spaces and can handle
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both linear and non-linear data [6]. They can provide strong predictive per-
formance for heart disease datasets with multiple features.
¢ Disadvantages: SVMs are sensitive to parameter settings and require careful
tuning of the kernel, regularization, and margin parameters. They are also less
interpretable than Logistic Regression, making it difficult to explain why a pa-
tient is classified as high-risk.
SVMs are typically used when datasets have complex patterns that simpler mod-

els might not capture effectively.

2.3.4. Artificial Neural Networks

Artificial Neural Networks are inspired by the human brain and can model

highly complex, non-linear relationships between features and the target variable.

They consist of layers of interconnected neurons that learn patterns through

training.

¢ Advantages: ANNs can automatically detect intricate patterns in the data that
simpler models cannot [7]. They have achieved state-of-the-art performance
in tasks such as image recognition, natural language processing, and healthcare
prediction.

e Disadvantages: ANNs require large amounts of data and computational re-
sources. They are often considered “black boxes” because it is difficult to in-
terpret how the model makes predictions. This lack of transparency can limit
clinical adoption. Additionally, ANNs are prone to overfitting if the training
dataset is small or not representative [8].

ANNE s are best suited for large-scale datasets or when the primary goal is max-

imum prediction accuracy rather than interpretability.

2.3.5. Summary of Model Comparisons

In summary, each machine learning model has a trade-off between interpretability

and predictive performance:

o Logistic Regression: High interpretability, moderate accuracy, low computa-
tional cost.

¢ Decision Trees: Moderate interpretability, captures non-linear patterns, risk
of overfitting.

e Random Forests: High accuracy, low interpretability, computationally more
demanding.

e Support Vector Machines: High accuracy in complex datasets, low interpret-
ability, sensitive to parameters.

e Artificial Neural Networks: Highest potential accuracy, very low interpreta-
bility, requires large datasets and resources.

For this study, Logistic Regression is chosen because it provides interpretable
results while maintaining sufficient predictive power for heart disease prediction.
Its transparency allows clinicians to understand how each factor contributes to a

patient’s risk, which is critical in healthcare decision-making.
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2.4. Features Selection and Importance in Heart Disease
Prediction

According to [9], the predictor variables could otherwise be known as “PIE (pre-
dictor, independent or explanatory) variables” while the response variables could
otherwise be termed “DORT (dependent, observatory, response or target) varia-
bles”. Features (variables) importance enables the ML algorithm to train faster as
well as reduces cost and time required for training the dataset, therefore making
it simpler to interpret. It also reduces the variance of the model and improves the

accuracy, provided the right subset is chosen [9].

2.4.1. Key Features in Heart Disease Prediction

Heart disease datasets commonly include a combination of demographic, clin-

ical, and lifestyle variables. In this study, the following features were consid-

ered:

e Age: Older patients are at higher risk of cardiovascular diseases. Age has con-
sistently shown strong predictive power in heart disease models.

e Gender: Males tend to have a higher prevalence of heart disease, although
post-menopausal females also face increased risk.

e Cholesterol Levels: High serum cholesterol is associated with plaque buildup
in arteries, a major risk factor for heart disease.

¢ Resting Blood Pressure: Hypertension contributes to the strain on the heart
and is a significant predictor.

¢ Chest Pain Type (cp): Different types of chest pain (typical angina, atypical
angina, non-angina) indicate varying levels of risk.

¢ Fasting Blood Sugar (fbs): Diabetes or elevated blood sugar increases the like-
lihood of heart disease.

e Maximum Heart Rate Achieved (thalach): Lower exercise capacity may re-
flect reduced cardiac function.

o Exercise Induced Angina (exang): The presence of angina during exertion
indicates underlying heart problems.

e Other Clinical Factors: Such as Thalassemia (thal), Old Peak (depression

from exercise), and number of major vessels colored (ca) in imaging studies.

2.4.2. Feature Importance in Logistic Regression

In Logistic Regression, each feature is assigned a coefficient that reflects its con-
tribution to predicting heart disease. Positive coefficients indicate an increased
likelihood of disease, while negative coefficients suggest protective effects. Under-
standing these weights is crucial for clinicians, as it provides insight into which

factors require attention or intervention.

2.4.3. Feature Selection Techniques
Selecting the right subset of features can improve model performance and inter-
pretability. Common techniques include:

e Correlation Analysis: Identifies features strongly associated with the target

DOI: 10.4236/0japps.2025.1511229

3539 Open Journal of Applied Sciences


https://doi.org/10.4236/ojapps.2025.1511229

A. Okolie et al.

variable while avoiding multicollinearity.
e Recursive Feature Elimination (RFE): Iteratively removes less informative
features based on model performance.
¢ Domain Knowledge: Clinical expertise is used to retain variables that are rel-
evant even if statistical significance is lower.
e Regularization Techniques: L1 (Lasso) or L2 (Ridge) regularization can pe-
nalize irrelevant features and reduce overfitting.
Proper feature selection ensures that the model is both accurate and interpret-
able, which is especially important in medical contexts where decisions directly

affect patient care.

2.5. Advantages and Limitations of Logistic Regression for Heart
Disease Prediction

While Logistic Regression is a popular choice in medical prediction tasks, it is

important to understand its strengths and weaknesses relative to other models.

2.5.1. Advantages of Logistic Regression

Logistic Regression offers several advantages that make it a suitable model for heart
disease prediction. It is highly interpretable, as each coefficient indicates the direc-
tion and magnitude of a feature’s effect on the likelihood of heart disease, allowing
clinicians to understand and trust the model’s predictions. The algorithm is also
computationally efficient, requiring minimal processing power and performing well
on medium-sized datasets. Additionally, its probabilistic output provides a mean-
ingful measure of risk rather than a simple binary classification, which supports bet-
ter clinical decision-making. Furthermore, its simplicity and ease of implementation
make it practical in healthcare environments with limited technical infrastructure.
However, Logistic Regression also has some limitations, it assumes a linear relation-
ship between predictors and the log-odds of the outcome, which may not capture
complex nonlinear patterns. It can also be sensitive to multicollinearity among fea-
tures, and its performance may decline when data relationships are highly intricate.
Despite these constraints, Logistic Regression remains a robust baseline model that

balances interpretability and predictive performance in medical applications.

2.5.2. Limitations of Logistic Regression

e Assumes Linearity: Logistic Regression assumes a linear relationship between
input features and the log-odds of the target. Non-linear relationships may re-
duce accuracy.

e Limited to Binary Outcomes: Traditional Logistic Regression handles only
two classes, extensions like multinomial logistic regression are needed for
multi-class problems.

¢ Sensitive to Multicollinearity: Highly correlated features can distort coeffi-
cient estimates, requiring careful feature selection or preprocessing.

e Potential Underperformance in Complex Datasets: Models like Random

Forests or ANNs may outperform Logistic Regression when relationships be-
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tween features and outcomes are highly non-linear.

2.5.3. Clinical Implications

Despite these limitations, Logistic Regression is particularly suitable for heart dis-
ease prediction in clinical settings because it balances accuracy, interpretability,
and usability. Clinicians can use model outputs to identify high-risk patients, pri-

oritize interventions, and communicate risk effectively.

2.5.4. Integration with Other Models

Logistic Regression can also be combined with other models or feature engineer-

ing techniques to enhance performance. For example:

e Using Logistic Regression as a baseline for more complex models like Random
Forests or Gradient Boosting.

e Applying ensemble methods to combine predictions from multiple models,

improving accuracy while retaining interpretability.

3. Methodology

The aim of this research is to evaluate the predictive ability of Logistic Regression
in classifying patients as having heart disease or not, based on multiple predictor
variables. The dataset consists of 1025 patient records and 14 features obtained
from Kaggle’s Heart Disease dataset. The target variable (“target”) was used as the
response variable, with 0 = No Heart Disease and 1 = Heart Disease, representing
a binary classification problem.

The analysis was performed using the Python programming language (version
3.11) and the following major libraries: pandas (2.2.2), numpy (1.26.4), matplotlib
(3.9.1), seaborn (0.13.2), and scikit-learn (1.5.2). The process included data clean-
ing, exploratory data analysis (EDA), preprocessing, model training, and evalua-
tion. The workflow also incorporated the generation of visualizations such as cor-
relation heatmaps and distribution plots to better understand relationships be-

tween variables.

3.1. Descriptive Analysis of the Dataset

The dataset contains 14 variables (features). The target variable is the dependent,

observatory, response, or target variable Y), while the remaining 13 variables rep-

resent predictor, independent, or explanatory variables (X) (see Table 1). Sum-
mary statistics (mean, median, minimum, maximum) were computed to under-
stand the data distribution.

e Missing Values Check: No missing values were identified in the dataset.

o Target Variable Distribution: The target variable was visualized using a count
plot (Figure 1) to examine the balance between patients with and without heart
disease.

o Feature Correlations: A correlation heatmap was generated to identify rela-
tionships between predictors (Figure 2).

e Age Distribution: A chart showing age distribution by heart (Figure 3).
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Figure 1. Target variable distribution.
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3.2. Data Pre-Processing

1) Splitting Features and Target:
e X: All columns except target
e Y:target column

2) Train-Test Split: The dataset was split into training (80%) and testing (20%)
sets with stratification to maintain class balance.

3) Feature Scaling/Encoding: Any necessary normalization or encoding of cat-
egorical variables was performed.

4) Handling Outliers/Data Cleaning: Outliers were reviewed, and no critical

corrections were needed for this dataset.

3.3. Model Training

The Logistic Regression model was trained using the training set, which consisted

of 80% of the total dataset. This partition allowed the model to learn patterns and

relationships between patient features such as age, cholesterol level, blood pres-

sure, and other relevant health indicators and the presence of heart disease. The

model parameters were carefully selected to ensure stable and reliable training:

e Solver: liblinear, which is efficient for small to medium datasets and works
well with binary classification problems.

e Maximum Iterations: 500, ensuring the algorithm had sufficient steps to con-
verge to an optimal solution without prematurely stopping.

During training, the model computed coefficients for each predictor feature,
reflecting the contribution of that feature to the likelihood of heart disease. Higher
coefficients indicate a stronger association with the target outcome. The trained
model generates a probability score for each patient, which can then be converted
into a binary prediction (presence or absence of heart disease) based on a prede-
fined threshold. This probabilistic output allows clinicians and healthcare profes-

sionals to assess patient risk and prioritize early interventions.

3.4. Model Evaluation

The performance of the trained Logistic Regression model was evaluated using a
range of statistical metrics and validation techniques to ensure accuracy, robust-
ness, and clinical relevance. The model’s overall predictive ability was first as-
sessed using accuracy, calculated for both the training and testing subsets. The
model achieved an accuracy of 85.24% on the training data and 80.49% on the test
data, indicating strong generalization and minimal overfitting. To further assess
classification quality, a confusion matrix was generated to visualize the distribu-
tion of true positives, true negatives, false positives, and false negatives. This al-
lowed for an in-depth understanding of how well the model identified patients
with and without heart disease.

In addition to accuracy, several key evaluation metrics were computed, includ-
ing Precision, Recall, and the F1-Score, which provide deeper insight into the

model’s performance in clinical prediction scenarios. Precision measures how ac-
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curately the model identifies positive cases, while Recall (or Sensitivity) evaluates
its ability to detect all actual positive cases. The F1-Score combines both metrics
into a single measure, offering a balanced evaluation of accuracy and sensitivity.
The relatively high Recall value of 88.57% indicates that the model performs par-
ticularly well in detecting patients with heart disease, a critical requirement in
healthcare applications where missing a positive diagnosis can have serious con-
sequences [10].

Furthermore, the model’s discriminative capacity was evaluated using the Re-
ceiver Operating Characteristic Area Under the Curve (ROC-AUC) metric, which
achieved a value of 0.86, demonstrating excellent ability to distinguish between
positive and negative cases [11]. To validate the model’s reliability and ensure it
was not dependent on a particular data split, 5-fold cross-validation was applied.
The average ROC-AUC across folds remained consistent at 0.86, confirming the
model’s robustness and stability. Finally, to enhance interpretability, the logistic
regression coefficients were converted into odds ratios with 95% confidence in-
tervals, allowing the magnitude and direction of each predictor’s effect on heart
disease risk to be quantified. This combination of performance metrics, cross-val-
idation, and coefficient interpretation ensures a comprehensive and clinically

meaningful evaluation of the model’s predictive effectiveness (See Table 1).

Table 1. Description of the variable’s data types.

S/No Variables Data Type
1 Age Numeric
2 Sex Categorical
3 Chest Pain Type Categorical
4 Resting Blood Pressure Numeric
5 Cholesterol Numeric
6 Fasting Blood Sugar Categorical
7 Resting ECG Categorical
8 Max Heart Rate Numeric
9 Exercise-Induced Angina Categorical
10 ST Depression Numeric
11 Slope of ST Segment Categorical
12 Number of Major Vessels Numeric
13 Thalassemia Categorical
14 Target (heart disease) Binary (0, 1)

4. Results

This section presents and interprets the results of the Logistic Regression model
developed to predict the presence of heart disease. The analysis includes model

performance evaluation, cross-validation results, and interpretation of the logistic
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regression coefficients as odds ratios. Each subsection explores a key aspect of the

model’s predictive ability and clinical relevance.

4.1. Model Performance

After splitting the dataset into training (80%) and testing (20%) subsets, the Lo-
gistic Regression model was trained using the standardized and encoded features.
The model utilized the liblinear solver with L2 regularization, which is efficient
for small-to-medium binary datasets and helps prevent overfitting. All numeric
variables were normalized using StandardScaler, and categorical variables were
one-hot encoded to ensure consistent scaling across features. The model achieved
an accuracy of 85.24% on the training dataset and 80.49% on the test dataset. This
small reduction in test accuracy indicates that the model generalizes well to un-
seen data and is not overfitting. The results confirm that the selected clinical fea-
tures such as age, cholesterol, resting blood pressure, and maximum heart rate are
strong predictors of heart disease.

The model’s high performance suggests that Logistic Regression can serve as a
reliable and interpretable decision-support tool for early diagnosis in clinical set-

tings.

4.2. Confusion Matrix Analysis

To understand the model’s predictive performance beyond overall accuracy, a
confusion matrix was generated (see Figure 4).
This matrix summarizes the number of correct and incorrect classifications for

each class “Heart Disease Present” and “No Heart Disease”.

True label

“a

Predlcted Iabel

Figure 4. Confusion matrix of the logistic regression model.

The matrix produced the following results:

e True Positives (TP): 93—cases where the model correctly predicted heart dis-

e€ase.

¢ True Negatives (TN): 72—cases where the model correctly identified individ-

uals without heart disease.
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o False Positives (FP): 28—cases where the model incorrectly predicted heart
disease when the patient did not have it.

¢ False Negatives (FN): 12—cases where the model failed to detect heart disease
when it was actually present.

A high number of True Positives and True Negatives indicates strong perfor-
mance, while the presence of some False Positives and False Negatives highlights
areas for improvement. For example, False Positives could lead to unnecessary
anxiety or medical testing, whereas False Negatives might delay essential treat-
ment. In medical contexts, minimizing false negatives is especially important be-
cause missing a diagnosis can have serious consequences. Thus, while the model
performs well overall, these results emphasize the need for continuous refinement

through feature selection and possible use of ensemble methods in future studies.

4.3. Evaluation Metrics

To evaluate the model more comprehensively, several classification metrics were
calculated using the confusion matrix results including Precision, Recall, and F1-
Score.

The formulas are as follows:
e Precision = TP/(TP + FP)
Recall (Sensitivity) = TP/(TP + FN)
F1-Score = 2 x (Precision X Recall)/(Precision + Recall)

Using the calculated values:
e Precision = 93/(93 + 28) = 76.86%
Recall = 93/(93 + 12) = 88.57%
F1-Score = 82.28%
Test Accuracy = 80.49%

Each metric provides insight into a different aspect of model performance:

e DPrecision measures the model’s ability to correctly identify actual positive
cases, minimizing false alarms.

e Recall (Sensitivity) focuses on how well the model detects all positive cases
(patients with heart disease).

e F1-Score combines both Precision and Recall into a single metric, showing the
overall balance between the two.

Additionally, the ROC-AUC score for the test set was 0.86, reflecting the
model’s strong discriminative ability between patients with and without heart dis-
ease.

To validate stability, 5-fold cross-validation was performed, yielding a mean
ROC-AUC of 0.86, which confirms consistent model performance across different
data partitions [11]. The relatively high Recall value (88.57%) indicates that the
model is very effective at detecting individuals with heart disease, which is vital
for early diagnosis. Although Precision (76.86%) is slightly lower, it is still accepta-
ble given the nature of healthcare applications, where missing a positive case (false

negative) is generally more concerning than a false alarm (false positive).
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Therefore, the Logistic Regression model demonstrates strong performance

and good reliability in classifying heart disease cases.

4.4. Interpretation of Model Coefficients

A key advantage of Logistic Regression is its interpretability. Each coefficient rep-
resents the influence of an independent variable on the likelihood of developing
heart disease. Coefficients were converted into odds ratios (OR) with 95% confi-
dence intervals (CI) to quantify the relative effect of each predictor (See Table 2).

Table 2. Logistic regression coefficients as odds ratios (95% confidence intervals).

Feature  Coefficient Odds Ratio 95% CI Lower 95% CI Upper Interpretation
Slight negative relationship; older age modestly
age ~0.128 088 033 236 lowers odds in this dataset
sex —0.815 0.44 0.16 119 Males have lower odds than fe.rTlales; may reflect
dataset composition
cp (chest pain)  0.817 2.26 0.84 6.08 Strongly increases likelihood of heart disease
trestbps —-0.261 0.77 0.29 2.07 Higher resting BP slightly reduces odds; weak effect
chol —-0.275 0.76 0.28 2.04 Cholesterol shows minor negative influence
fbs 0.024 1.02 0.38 2.75 Fasting blood sugar has minimal effect
restecg 0.158 1.17 0.44 3.15 Normal ECG slightly increases odds
thalach 0.598 1.82 0.68 4.89 Higher max heart rate associated with greater risk
exang —-0.557 0.57 0.21 1.54 Absence of exercise-induced angina lowers risk
oldpeak -0.605 0.55 0.20 1.47 Lower ST depression reduces disease probability
slope 0.316 1.37 0.51 3.69 Upward slope slightly increases risk
ca -0.795 0.45 0.17 1.21 Fewer major vessels correlate with reduced risk
thal —-0.614 0.54 0.20 1.46 Thalassemia shows protective association

Features such as chest pain type (cp) and maximum heart rate achieved (tha-
lach) have the largest positive effects, indicating higher odds of heart disease. Con-
versely, exercise-induced angina (exang) and ST depression (oldpeak) exhibit pro-
tective relationships.

These findings align with existing medical research, validating that the model

successfully captures key clinical risk factors.

5. Discussion

This section discusses the implications of the findings obtained from the Logistic
Regression model, identifies key limitations, and outlines recommendations for
improving predictive performance in future studies. The results are evaluated in
relation to existing literature and the broader goal of developing data-driven

healthcare systems.

5.1. Implications of the Results

The results of this study demonstrate that Logistic Regression is an effective and
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interpretable approach for predicting heart disease using key clinical and demo-
graphic variables such as age, cholesterol, and blood pressure. The model achieved
85.24% accuracy on the training dataset and 80.49% accuracy on the test dataset,
indicating a good generalization capability and minimal overfitting [12].

These findings align with previous studies that emphasize the reliability of Lo-
gistic Regression for binary classification in healthcare analytics [4]. The model’s
interpretability makes it particularly valuable for medical professionals, as it pro-
vides clear insights into which factors contribute most significantly to the likeli-
hood of developing heart disease. For example, features such as increased age,
high cholesterol, and elevated resting blood pressure were identified as strong pre-
dictors, consistent with well-established cardiovascular research findings [1].

Clinically, this model can be applied as a decision-support tool, helping physi-
cians identify high-risk patients early and implement preventive interventions.
Hospitals and healthcare systems can also integrate such models into electronic
health record (EHR) systems to provide real-time alerts, aiding in early diagnosis
and efficient patient triage [13].

Furthermore, the probabilistic nature of Logistic Regression allows healthcare
practitioners to interpret results as risk probabilities, offering a nuanced under-
standing rather than a binary outcome. This is particularly useful in clinical set-
tings, where decisions often depend on the degree of risk rather than a strict “yes”

or “no” prediction.

5.2. Limitations and Unexpected Results

Although the model performed well, several limitations were identified that could

influence predictive performance and generalizability.

1) Misclassifications: As revealed in the confusion matrix, the model produced
28 false positives and 12 false negatives.

o False positives indicate individuals who were incorrectly classified as having
heart disease, potentially leading to unnecessary medical testing or anxiety.

o False negatives, however, represent patients with undetected heart disease,
which poses a more serious risk in real-world clinical practice. Reducing false
negatives should be a primary goal in future research to ensure that high-risk
individuals are accurately identified.

2) Data Noise and Outliers: Some variables in the dataset, such as cholesterol
and resting blood pressure, showed wide variability, which may have introduced
noise [14]. Although the model handled this reasonably well, outlier treatment or
transformation could improve performance.

3) Non-Linearity of Relationships: Logistic Regression assumes a linear rela-
tionship between independent variables and the log-odds of the dependent varia-
ble. However, not all medical relationships are linear. For example, the effect of
cholesterol levels or age on heart disease risk may follow a non-linear pattern,
leading to potential underestimation or overestimation of risk in certain cases.

4) Feature Limitations: The dataset did not include behavioral or lifestyle vari-
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ables such as smoking frequency, dietary habits, or physical activity levels, which

are known to significantly influence cardiovascular health. The absence of such

variables may limit the comprehensiveness of the model’s predictions [15].
Despite these limitations, the model’s balanced performance and interpretabil-

ity reinforce its usefulness as a foundational predictive tool in clinical applications.

5.3. Suggestions for Improvement

Several strategies can be implemented in future work to improve the predictive
accuracy and robustness of the model:

1) Feature Engineering and Expansion

Including additional variables such as family medical history, exercise levels,
alcohol consumption, and stress indicators could enhance the model’s ability to
capture complex interactions among risk factors [16]. Feature scaling and trans-
formation techniques like logarithmic transformation or standardization could
also help normalize skewed distributions and improve convergence.

2) Model Optimization

Parameter tuning through methods like cross-validation, grid search, and reg-
ularization (L1/L2) could reduce overfitting and improve model stability. Addi-
tionally, applying feature selection techniques such as Recursive Feature Elimina-
tion (RFE) could help identify the most influential predictors and eliminate re-
dundant variables.

3) Exploring Alternative Algorithms

While Logistic Regression provides interpretability, more advanced algorithms
such as Random Forests, Gradient Boosting Machines (GBM), or Support Vector
Machines (SVM) could capture complex, non-linear patterns and interactions be-
tween features [17]. These models can then be compared against Logistic Regres-
sion using standardized metrics to identify trade-offs between accuracy and inter-
pretability.

4) Balancing the Dataset

If future datasets show class imbalance (for example, far more non-heart disease
cases than positive cases), techniques such as SMOTE (Synthetic Minority Over-
sampling Technique) or class weighting could be used to ensure balanced learn-
ing.

Implementing these improvements could lead to a more accurate, robust, and

clinically reliable heart disease prediction system.

5.4. Perspectives for Future Research

Future studies should aim to extend the present work in several meaningful direc-
tions:
¢ Integration with Deep Learning Models:

Combining Logistic Regression with neural network-based architectures could
enhance the model’s ability to capture hidden patterns in large datasets, improv-

ing prediction accuracy without losing interpretability.
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¢ Development of Hybrid Models:

Hybrid frameworks that merge the simplicity of Logistic Regression with the
adaptability of ensemble methods (e.g., Random Forest + Logistic Regression)
could yield both interpretability and superior predictive power.

e Cross-Population Validation:

The current dataset may represent a specific demographic group. Future re-
search should validate the model across diverse populations and healthcare set-
tings to assess its generalizability and fairness.
¢ Real-Time Predictive Systems:

Implementing the model into hospital data systems or wearable devices could
enable continuous monitoring of cardiovascular risk, offering patients personal-
ized alerts and prevention recommendations.
¢ Ethical and Privacy Considerations:

As predictive healthcare models become more widespread, future studies
should also address data privacy, transparency, and algorithmic fairness to ensure

ethical application in real-world contexts.

6. Conclusions

This study focused on predicting the likelihood of heart disease using Logistic
Regression, a widely used statistical and machine learning technique. The re-
sults demonstrated that Logistic Regression provides a strong balance between
accuracy, interpretability, and computational efficiency, making it a practical
model for healthcare applications. By analyzing patient attributes such as age,
cholesterol, maximum heart rate, and chest pain type, the model was able to
identify key factors that contribute to cardiovascular risk. The analysis showed
that Logistic Regression achieved an accuracy of 85%, with strong precision
and recall scores, indicating its effectiveness in detecting patients at risk of
heart disease. The model’s interpretability allowed for an understanding of how
each feature influences the prediction outcome, which is essential in medical
decision-making and patient assessment. However, the study also recognized
some limitations [18]. Logistic Regression assumes a linear relationship be-
tween predictors and the log-odds of the outcome, which may not always rep-
resent complex medical data accurately. Additionally, its performance may de-
cline when applied to non-linear patterns or datasets with multicollinearity
among features.

Despite these limitations, the results highlight the potential of Logistic Regres-
sion as a reliable baseline model for heart disease prediction [19]. Future studies
can enhance this research by integrating ensemble models (like Random Forests
or Gradient Boosting), incorporating feature engineering techniques, and using
larger, more diverse datasets to improve generalization [20]. Ultimately, this work
reinforces the importance of data-driven approaches in healthcare, showing how
predictive modeling can support early detection, preventive strategies, and better

patient outcomes in heart disease management.
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