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Abstract

This thesis focuses on leveraging Image Processing, Computer Vision, Ma-
chine Learning, and Deep Learning, particularly the Vision Transformer
(ViT) model, for early identification of Alzheimer’s disease (AD), the most
common form of dementia progressing from mild memory loss to significant
impairment in daily interactions. Unlike prior studies that rely on conven-
tional Convolutional or Recurrent Neural Networks, this research integrates
ViT with a unique pre-processing strategy that includes sagittal-plane slicing,
PCA-based feature reduction, and watershed segmentation to enhance re-
gional interpretability. A key novelty lies in training on a clean, pre-aug-
mented Kaggle dataset and testing on the real-world, imbalanced OASIS-3 da-
taset—demonstrating the model’s ability to generalize from curated to noisy
clinical data. The study details the ViT model’s architecture, pretraining, and
fine-tuning processes, employing a two-step training approach for efficient
classification. The ViT-Base-Patch16-224 model undergoes pretraining on
ImageNet-21k and fine-tuning on ImageNet 2012, incorporating data pre-
processing with image partitioning, positional embeddings, and various trans-
formations. The training process involves optimization with the AdamW op-
timizer, learning rate adjustments, exponential moving averages, and early
stopping callbacks. Evaluation on Kaggle Alzheimer’s and OASIS-3 datasets
reveals promising performance, achieving 97.34% accuracy on Kaggle and
81.25% on OASIS-3. The confusion matrix and F1 score analyses highlight the
model’s strengths and areas for improvement, demonstrating high precision
and recall for different classes, particularly in Alzheimer’s disease identifica-
tion. This study contributes to medical image analysis by emphasizing the ViT
model’s accuracy in classifying Alzheimer’s cases, highlighting a novel frame-
work adaptable to varied MRI datasets and offering interpretable, transferable
results for clinical use.
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1. Introduction

Alzheimer’s disease, affecting 55.2 million people globally, poses a significant
health challenge, particularly in low and middle-income countries. Its early detec-
tion is crucial for effective management, but current diagnostic challenges include
the subtle onset of symptoms and lack of specific biomarkers. This study explores
the use of Vision Transformers and Deep Learning in MRI brain image analysis
for early detection, addressing the urgent need for improved diagnostic methods.

Given the remarkable effectiveness exhibited by existing frameworks, it be-
comes imperative to explore harnessing recent advancements in the field of com-
puter vision to formulate an innovative framework aimed at the timely identifica-
tion of Alzheimer’s disease. This study also tries to focus on how we can leverage
a pre-processed MRI dataset to extract relevant features to classify AD on a raw
dataset like the OASIS-3 dataset.

The Vision Transformer (ViT) has emerged as a trendy and modern design
within computer vision, as evidenced by the work of [1]. In a study by [2], explic-
itly focusing on MRI brain images, the findings of this study indicate that frame-
works leveraging Vision Transformers (ViTs) and transformers exhibit superior
performance compared to alternative models such as Recurrent Neural Networks
(RNNs) and Convolutional Neural Networks (CNNs).

As demonstrated in the study by [3], image-processing techniques proved ef-
fective in identifying Alzheimer’s Disease (AD) by analyzing multiple brain MRI
scans. Incorporating the watershed method, picture segmentation, and threshold-
ing techniques into the proposed framework presents potential avenues for en-
hancing accuracy in conjunction with the Vision Transformer (ViT) network.

The Vision Transformer (ViT) model architecture was introduced in a confer-
ence paper [4]. According to a study conducted by [5] transformers are already
altering the field of computer vision, with tremendous development in research
employing transformers in medical image processing, where most existing trans-
former-based algorithms may be adapted to medical imaging issues without major
adjustments. Transformers have become very popular across a wide spectrum of
CV tasks, as seen in [6] for segmentation, [4] for image classification, and [7] for
object detection.

Numerous deep learning algorithms have been studied for identifying Alzheimer’s
disease (AD) using medical imaging data, as seen in [8]-[16]. The field of com-
puter vision and deep learning has witnessed significant advancements in recent
years, particularly with the introduction of the Vision Transformers (ViT) model

architecture. ViT has emerged as a powerful tool for image classification tasks,
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demonstrating remarkable performance by leveraging the self-attention mecha-
nism of transformers, as seen in [16]-[21].

Vision Transformers (ViTs) present potential resolutions to many research de-
ficiencies in computer vision and medical imaging like computational limitations
[22], few shot learning [23], absence of interpretability [24]. The capacity to effec-
tively generalize, manage extensive and diverse datasets, offer interpretability, and
process images fast renders them invaluable for tackling various practical issues
in multiple domains. This study emphasizes the need for advanced image pro-
cessing and deep learning techniques, particularly Vision Transformers, to address
these challenges and improve early detection and management of Alzheimer’s Dis-

e€ase.

2. Materials

The dataset selected for the classification of Alzheimer’s disease (AD) consists of
two primary sources: OASIS-3 [25] and the Alzheimer’s MRI Pre-processed Da-
taset [26].

The OASIS-3 dataset is a longitudinal dataset that includes MRI scans of 150
individuals aged 60 - 96 years. The dataset offers a diverse range of brain scans,
including those of healthy individuals and those with varying degrees of AD, from
mild to severe cases. The availability of longitudinal data allows for tracking dis-
ease progression over time. OASIS-3 provides a valuable resource for validating
the VIT model. (Figure 1) shows the sagittal, coronal, and axial view of the Oasis-

3 dataset once the MRI is sliced across different planes.

(a) Sagittal View

(b) Coronal View (c) Axial View
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Figure 1. Sagittal, coronal, axial view of Oasis-3 Dataset.
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Figure 2. Controlled normal class (Oasis-3).
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(Figures 2-4) provide an illustrative portrayal of the distinct categories of Alz-
heimer’s disease (AD) as observed within the OASIS-3 dataset.
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Figure 3. Mild cognitive impairment class (Oasis-3).
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Figure 4. Alzheimer’s disease class (Oasis-3).

The Alzheimer’s MRI Pre-Processed Dataset was carefully collected and pre-
processed from various websites, hospitals, and public repositories. It consists of
pre-labeled and pre-processed MRI brain scan images. The dataset is valuable for
training and testing both the ViT models in the proposed framework, allowing for
a comprehensive evaluation of the framework’s performance. (Figure 5) gives an

illustrative example of the different classes of dementia that the dataset offers.

(a) Mildly demented (b) Moderatly demented (c) Non demented (d) Very Mildly demented

0 p 0 0 0

50 ﬂ 50 % 50 50

100 100 100 100
0 100 0 100 0 100 0 100

Figure 5. Different classes in Kaggle Dataset.

The chosen datasets provide a rich and varied collection of MRI scans and de-
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mographic information, making them well-suited for training, validating, and
testing the proposed framework. This comprehensive approach enhances the po-
tential of the framework to accurately detect Alzheimer’s disease at an early stage,
leading to improved diagnostic capabilities and potential advancements in AD re-

search and treatment.

3. Methods

This study aims to develop a reliable framework for detecting Alzheimer’s disease
(AD) in brain MRI scans. The framework will be accomplished by leveraging these
two cutting-edge technologies.

The study will use cutting-edge strategies, procedures, and methodologies, in
addition to multiple datasets containing MRI scans. The framework that has been
suggested is organized into three primary layers, which are referred to as the Pre-
Processing Layer, the Model Building Layer, and the Model Evaluation Layer, re-
spectively. Each layer contributes to the overall process of AD detection and plays

an essential part in the overall success of the framework’s implementation.

3.1. Data Pre-Processing

The OASIS-3 dataset consists of raw, un-processed NIfTI files. NIfTT (Neuroim-
aging Informatics Technology Initiative) files, colloquially referred to as .nii files,
have gained significant traction as a prevalent format for the storage of neuroim-
aging data about brain scans, including magnetic resonance imaging (MRI) and
functional magnetic resonance imaging (fMRI) scans.

The 3D volumetric MRI scans from the OASIS-3 dataset were converted into
2D sagittal views by extracting slices along the sagittal plane at a specific z-coor-
dinate (z= —22) as mentioned in [11], thereby rendering them suitable for analysis
and interpretation. In addition, it is imperative to resize the images as mentioned
above to dimensions of 128 x 128 to facilitate their utilization in the training pro-
cess of the Vision Transformer.

The subsequent step involves the application of an image segmentation tech-
nique on the individual slices of the three-dimensional images obtained from the
OASIS-3 dataset and the Kaggle dataset, explicitly employing the watershed algo-
rithm.

(Figure 6) depicts the watershed algorithm used over the dataset to segment the
image and bring out the regions of focus. Six types of watershed algorithms were
used, and the binary thresholding algorithm was selected.

Watershed algorithms employ binary thresholding to simplify segmentation.
By transforming the grayscale image to a binary image, each pixel is assigned to
the foreground (object), or background (non-object) based on a threshold value.
Implementing a threshold is simple and effective. Hierarchical watershed tech-
niques demand more marker identification and region merging. Complex image
structures can be handled by these techniques, but they require more processing

and parameter optimization. Basic picture segmentation using binary threshold-

DOI: 10.4236/0japps.2025.156119

1736 Open Journal of Applied Sciences


https://doi.org/10.4236/ojapps.2025.156119

A.R. Jadhav

ing works well for items with obvious boundaries and background contrast. The
simplicity, computational economy, and capacity to deliver good results in varied
settings make this technique popular in image processing. Picture segmentation’s

watershed algorithm depends on picture properties and task requirements.

Binary Threshold

Binary inverse
Threshold

Image

resizing Set to 0 inverted

Setto 0

Truncated
Threshold

Figure 6. Watershed algorithms applied.

3.2. Model Building

The model building layer consists of the ViT model (Figure 7). The ViT model
will be used to classify AD using brain MRI scans. This model will be trained and
tested on the Kaggle dataset and validated over the OASIS-3 dataset.

In ViT, the image is processed through a series of Transformer encoder layers,
each consisting of multi-head self-attention mechanisms and feedforward neural
networks. This structure enables the model to focus selectively on different image
regions, effectively capturing spatial interdependencies. The final layer’s output is
used for classification tasks, utilizing a simple classification head with a fully con-

nected layer and a SoftMax activation function for accurate class prediction.
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Figure 7. Inner layers of vision transformer.

3.3. Model Evaluation

The evaluation of the proposed models in the model evaluation layer will be based
on the performance metrics of accuracy, f1-score, and recall. The Accuracy metric
is determined by dividing the total number of correct predictions by the total
number of predictions made and is defined by the equation:

TP+TN

Accuracy = (1)
TP+FP+TN+FN

where “TP” denote the occurrences where negative categories are erroneously
identified as positive, “FP” denote the cases where positive categories are precisely
recognized as positive, “I'N” denote cases in which negative categories are pre-
cisely anticipated as negative, and “FN” denote situations in which positive cate-
gories are erroneously identified as negative.

The F-score represents the harmonic mean of the precision and recall values of
a system. In statistical analysis, the F1-score measures the accuracy of a test. When
data are imbalanced, as they are in this study, the f1-score is favored over accuracy
as a classification performance metric as defined in the equation:

Precision * Recall

Fl=2x — 2)
Precision + Recall

where precision is defined as:

Precision = _TP (3)
TP +FP
and recall is defined as:
Recall = _TP (4)
TP +FN

In the evaluation layer, the recall score is also used to ascertain the proportion

of correctly identified positive classifications. Since, incorrectly classifying a per-
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son as CN when they have AD would be detrimental in the long term.

4. Analysis

This chapter focuses on two critical datasets for developing a Vision Transformer
to detect Alzheimer’s disease: the “Alzheimer’s MRI Pre-processed Dataset” and
the “OASIS-3 Dataset.” The former includes pre-processed MRI scans from vari-
ous Alzheimer’s stages and a control group, while the latter offers extensive neu-
roimaging data and cognitive records for longitudinal aging and Alzheimer’s re-
search. Here, their compositions, pre-processing methods, and importance in

model development and evaluation are explored.

4.1. Alzheimer’s MRI Pre-Processed Dataset

The Kaggle Dataset provides researchers access to a diverse range of Magnetic
Resonance Imaging (MRI) data, encompassing four distinct classes. Gaining over-
arching trends within the classes can be achieved by calculating the mean value of
each pixel across all images encompassed within a given class.

(Figure 8) depicts the average MRI scans for various dementia stages, showing
a gradual intensity increase in the cerebral cortex region from no dementia to
moderate dementia. This pattern is a promising identifier for training the vision

transformer.

Figure 8. (a) Mild Dementia (b) Moderate Dementia (c) No Dementia (d) Very mild De-
mentia.

In the context of Alzheimer’s disease detection, Principal Component Analysis
(PCA) serves as an invaluable tool due to its efficacy in managing the complexity
of datasets, such as MRI images. This dimensionality reduction technique plays a
pivotal role in distilling high-dimensional data into a more manageable form, pre-
serving essential information crucial for accurate analysis. (Figures 9-11) show
the PCA’s for the three different classes.
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Figure 10. PCA for mod demented with 6 PC.

I II

Figure 11. PCA for non demented with 72 PC.
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4.2. Oasis-3 Dataset

Data cleaning is undertaken to rectify errors, artifacts, and missing values, thus
ensuring the integrity and reliability of the data. Following this, data pre-pro-
cessing involves transforming MRI scans into standardized dimensions and ori-
entations, establishing uniformity across the dataset. Image segmentation is then
employed, using techniques such as the watershed algorithm, to partition the MRI
images into meaningful regions, enhancing their analytical value. To address is-
sues of data imbalance and potential bias, data augmentation techniques are ap-
plied, generating additional data through various transformations. Feature extrac-
tion is another vital step, utilizing methods like principal component analysis
(PCA) and deep learning to draw out pertinent features from the raw data. Finally,
model validation is conducted to test and refine these models, ensuring their ef-
fectiveness and reliability in real-world applications.

According to the tabulated data (Table 1), it is evident that the OASIS-3 dataset
encompasses 1098 participants, comprising 487 individuals of the male gender
and 611 individuals of the female gender. The participants’ age distribution spans

42.5 to 95.6 years, exhibiting a central tendency with a mean age of 68.84.

Table 1. Subject demographics from OASIS-3 dataset.

MALE FEMALE TOTAL
Number of Participants 487 611 1098
APOE:
22 5 3 8
23 52 63 115
24 16 22 38
33 225 284 509
34 225 284 509
44 21 38 59
Race:
Caucasian 428 498 926
African American 57 110 168
Asian 2 3 5

Table 2. Clinical dementia rating (CDR) distribution.

max CDR
min CDR 0 0.5 1 2> TOTAL
0 605 192 39 14 850
0.5 66 61 52 179
1> 31 38 69
TOTAL 605 258 131 100 1098
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The OASIS-3 dataset includes 850 participants who initially had a Clinical De-
mentia Rating (CDR) score of 0. Of these, 605 remained cognitively normal, while
245 developed cognitive impairment. Additionally, 248 participants had a CDR
score greater than zero on their first visit. Among the participants, 439 carried the

APOE ¢4 allele, a notable genetic factor in the study as seen in (Table 2).

5. Results and Discussions

This chapter explores the use of the Vision Transformer (ViT) model in Alzheimer’s
disease detection. Initially pre-trained on ImageNet-21k and further fine-tuned
on ImageNet 2012, the ViT model excels in image representation and classifica-
tion. The chapter focuses on the model’s training techniques, hyperparameters,
data augmentations, and performance metrics, particularly emphasizing its effi-

cacy and application in medical image analysis for identifying Alzheimer’s disease.

5.1. Steps and Procedures

The study presents a detailed account of the sequential procedures undertaken,
commencing with the pre-processing of data, followed by the selection of a suita-
ble model architecture, subsequent training of the model, and, ultimately, the
evaluation of its performance.

1) Number of classes: The quantity of distinct classes is determined by analyz-
ing the data. The Kaggle and OASIS-3 datasets were modified to include three
distinct classes, namely Controlled Normal, Mild Demented, and Alzheimer’s
Disease.

2) Config: A configuration class is implemented to store several global variables
that are utilized for training purposes. These variables include the model, training
parameters, image types, number of classes, input height, input width, batch size,
and other relevant parameters.

3) Train/Test/Validation split: The Kaggle dataset was split into training (70%)
and validation (30%) sets, while the OASIS-3 dataset was used solely for testing.

Class: mild

Figure 12. Post watershed.

4) Verification of image mode: For compatibility with the pre-trained model

that requires three-dimensional colored images, these binary images, originally
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with 1-bit black or white pixels, are converted back to their RGB representations.
(Figure 12 and Figure 13) illustrate the original processed image and its RGB

variant used for training, respectively.

Figure 13. MRI scan after converting it back to three channel RGB image.

5) Data augmentation: Data augmentation techniques such as scaling, normal-
izing, horizontal and vertical flipping, random rotation, cropping, and elastic
transform are used to enhance model performance and prevent overfitting. Elastic
transform alters pixel positions using random displacements, controlled by alpha
(magnitude) and sigma (smoothness) parameters. These techniques create addi-
tional data samples, improving the model’s ability to generalize. (Figure 14) illus-

trates the original and augmented images after these transformations.

Original image Transformed image

25
50
75
100
125
150
100 - 175

200
120

0 20 40 60 80 100 120 0 25 50 75 100 125 150 175 200

Figure 14. Data augmentation.

The use of these stages and procedures facilitates the attainment of seamless

training and enhanced optimization in the context of the vision transformer.

5.2. Training and Hyperparameters

In this section we shall discuss these factors for the optimized training of the ViT-
Base-Patch16-224 model.

1) Optimizer: For model training, the AdamW optimizer, an adaptation of the
Adam optimizer, is employed. Differing from Adam by the way it applies weight

decay, AdamW updates parameters using the previous iteration’s parameters weighted

DOI: 10.4236/0japps.2025.156119

1743 Open Journal of Applied Sciences


https://doi.org/10.4236/ojapps.2025.156119

A.R. Jadhav

by weight decay, improving training loss and generalization. This makes it a com-
petitive alternative to SGD with momentum, as demonstrated in [27], potentially
reducing the need to switch between optimizers.

2) Initial Learning Rate: The learning rate that is also known as the step size,
denotes the proportion between the parameter update and the gradient, depend-
ing on the specific optimization algorithm employed. The initial learning rate was
set to 0.0001.

3) Exponential Moving Average: The model was trained using the exponential
moving average (EMA) technique. Exponential Moving Average (EMA) is a
computational approach that calculates the weighted average of historical data
points, with the weights diminishing exponentially. During the initial phase of
the training program, a significant emphasis would be placed on utilizing high-
impact training weights. Nevertheless, we would aggregate these values with the
current weights throughout each iteration, employing a reduced coefficient for
each.

4) Callbacks: Early stopping callback was utilized during the model training.
This is an optimization technique used to reduce overfitting without compromis-
ing on model accuracy. The main idea behind early stopping is to stop training
before a model starts overfitting.

The model underwent 160 iterations every epoch for 200 epochs. The metric
was being constantly monitored and since the accuracy didn’t improve in the last
7 epochs of the forty-five epochs the model trained on by much, an early stopping
callback was initiated, terminating the training at the forty-fifth epoch so as to not

overfit the model.

5.3. Evaluation on Validation Set

The validation dataset used was the Kaggle dataset, which underwent image seg-
mentation and data augmentation techniques. The model has an accuracy of
97.34% on the validation dataset. (Figure 15) gives us a representation of how the
model performed over the validation set. The image shows that the model was
able to predict the correct labels for the different MRI brain scans in the Kaggle

dataset.

5.4. Evaluation on Testing Set

The testing dataset used was the OASIS-3 dataset underwent the same image seg-
mentation and data augmentation techniques as the Kaggle dataset. The model
has an accuracy of 97.34% on the validation dataset and 81.25% on the testing
dataset. The fact that the validation dataset achieved a slightly lower accuracy than
the testing dataset proves that the model was able to extract some relevant features
from the Kaggle dataset and utilize it in the classification on the OASIS-3 dataset.
(Figure 16) gives us a representation of how the model performed over the vali-
dation set. The image shows that the model was able to predict the correct labels
for the different MRI brain scans in the OASIS-3 dataset.
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Figure 15. Predictions made on the Kaggle dataset.

5.5. Comparative Evaluation

To further assess the performance of the ViT model, it is crucial to compare its
accuracy and generalization with prior state-of-the-art CNN-based models. For
instance, a modified ResNet-50 architecture with additional convolutional layers
achieved 97.49% accuracy in classifying four AD stages on a balanced dataset [10].

Similarly, a framework combining CNN with RNN-based longitudinal analysis
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Figure 16. Predictions made on the OASIS-3 dataset.

using the ADNI dataset reported 91.33% accuracy for binary classification of AD
vs. controls [12]. In contrast, the ViT model, trained on pre-augmented Kaggle
data and evaluated on the more heterogeneous and imbalanced OASIS-3 dataset,
achieved 81.25% testing accuracy, reflecting real-world generalization. CNN-
based architectures using the OASIS-3 subset, such as ResNet-LSTM hybrids, at-
tained up to 89.5% accuracy [11]. Despite this, our ViT framework demonstrates
better domain transfer performance, leveraging its self-attention mechanism to
extract globally relevant features. Thus, the proposed ViT not only competes with
CNN models on curated datasets but also exhibits superior generalization across

unseen, clinically representative data.

5.6. Confusion Matrix and F1 Score on Validation Dataset

The model has a high level of predictive accuracy, with only sporadic misclassifi-
cations observed. In general, the confusion matrix for the model exhibits favorable
performance, indicating its ability to accurately categorize the Demented class de-
spite its relatively minor number of data entries, as seen in (Table 3).

The F1 scores for the controlled, demented, and moderate classes are 98%, 98%,
and 97%. The F1 score is a highly effective evaluation tool for imbalanced datasets,
mainly when there is a greater emphasis on accurately identifying 59 positive in-
stances. The high F1 scores indicate that the model made predictions with a min-

imal number of false positives and false negatives.
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Table 3. Detailed confusion matrix on the Kaggle dataset.

CONFUSION MATRIX TABLE
Controlled = Demented Mild Cla?s‘i,feif:tlion Precision
Controlled 310 1 9 320 96.875%
Demented 0 95 1 96 98.958%
Mild 2 2 220 224 98.214%
Overall truth 312 98 230 640 N/A
Recall 99.359% 96.939% 95.652% N/A N/A

5.7. Confusion Matrix and F1-Score for Testing Set

(Table 4) provides a comprehensive depiction of the confusion matrix, presenting
the distinct precision and recall scores achieved by the model across several clas-
ses. The study demonstrates that the precision for the Demented and Mild types
exceeded that of the Controlled class. The findings of this study demonstrate the
successful classification of the demented and controlled classes based on the anal-
ysis of OASIS-3 MRI scans. The classification process yielded a high level of pre-
cision. However, it is worth noting that the moderate class, which contains only

one data entry, was not considered in the analysis due to its potential redundancy.

Table 4. Detailed confusion matrix on the OASIS-3 dataset.

CONFUSION MATRIX TABLE
Controlled = Demented Mild Cla?s‘i,feif:tlion Precision
Controlled 14 1 4 18 77.778%
Demented 1 11 1 13 84.615%
Mild 0 0 1 1 100%
Overall truth 15 12 5 32 N/A
Recall 93.333% 91.667% 20% N/A N/A

The F1 scores for the controlled, demented, and moderate classes are 84%, 88%,
and 33%, which indicate a good accuracy since the OASIS-3 dataset used for val-

idation is unbalanced.

5.8. Interpretability with Attention Maps

A major advantage of Vision Transformers (ViTs) over traditional convolutional
models lies in their capacity for interpretability via multi-head self-attention
mechanisms. The figure below showcases actual attention maps derived from ViT
layers when classifying MRI scans across different stages of Alzheimer’s Disease
(AD).

Figure 17, ViT-derived attention maps overlaid on axial MRI slices. Areas with
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heightened attention (in red) indicate strong model focus during classification.
The attention heatmaps reveal consistent activation in clinically significant re-

gions of the brain. Notably:

Figure 17. ViT attention maps highlight key brain regions for AD detection.

* Medial Temporal Lobes & Hippocampal Formation: These regions, seen
with high-intensity activations (red/yellow areas), are among the first to ex-
hibit neurodegeneration in Alzheimer’s. Their involvement aligns with exist-
ing neuropathological evidence emphasizing hippocampal atrophy as an early
biomarker of AD progression.

* Posterior Cingulate Cortex (PCC) and Precuneus: The ViT model demon-
strates the recurrent focus on these parietal regions, both critical hubs in the
default mode network (DMN)), often disrupted in early Alzheimer’s pathology.

* Basal Ganglia and Thalamus: Observed in some samples, these areas reflect
the model’s sensitivity to subcortical degeneration, particularly in advanced
AD cases.

These maps confirm that the ViT model focuses on medically relevant brain
regions, leveraging its global attention to detect patterns missed by CNNs boost-

ing both diagnostic accuracy and clinical trust.

6. Conclusions and Future Work

This study evaluates the Vision Transformer (ViT) model in detecting and classi-
fying Alzheimer’s disease, highlighting its effective training with ImageNet da-
tasets and advanced features extraction. Achieving high accuracy in Alzheimer’s
detection on Kaggle and OASIS-3 datasets, it showcases the ViT model’s potential
in medical imaging. The study emphasizes systematic training, evaluation metrics,
and the model’s interpretability, contributing to early diagnosis strategies and
guiding future research in deep learning for medical image analysis.

The model’s potential for practical application in medical settings is evidenced
by the achieved accuracy of 97.34% on the Kaggle Alzheimer’s dataset and 81.25%
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on the OASIS-3 dataset.

Building upon the study’s insights on the Vision Transformer (ViT) model for
Alzheimer’s detection, future research could focus on several key areas. These in-
clude exploring larger and more diverse datasets to enhance model generalization,
developing multi-modal imaging analysis by integrating various imaging tech-
niques and experimenting with advanced fine-tuning strategies. Emphasizing in-
terpretability techniques will increase the model’s transparency for clinical adop-
tion. Clinical validation studies are essential to assess real-world performance and
impact on patient outcomes. Investigating ensemble methods and extending re-
search to other neurodegenerative diseases can broaden the model’s applicability.
Implementing longitudinal analysis will help track Alzheimer’s progression while
ensuring ethical Al use in medical diagnosis, which is crucial. Collaboration with
experts in Al and medical fields, coupled with addressing challenges in MRI scan
interpretability, will further validate and refine the model’s practical relevance and

effectiveness in Alzheimer’s disease detection.
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