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Abstract 
The issue related to the risk of identity impersonation, where one person can 
be replaced by another in online exam surveillance systems, poses challenges. 
This study focuses on the effectiveness of detecting attempts of identity im-
personation through face substitution during online exams, with the aim of 
ensuring the integrity of assessments. The goal is to develop facial recognition 
algorithms capable of precisely detecting these impersonations, training them 
on a tailored database rather than biased generic data. An original database of 
student faces has been created. An algorithm leveraging advanced deep learning 
techniques such as depthwise separable convolution has been developed and 
evaluated on this database. We achieved very high levels of precision, reach-
ing an accuracy rate of 98% in face detection and recognition. 
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1. Introduction 

The organization of online exams presents significant challenges in terms of as-
sessment integrity. In particular, the risk of identity usurpation through face 
substitution is challenging to reliably detect by automated systems. Nevertheless, 
ensuring the authenticity of candidates is essential to certify the validity of on-
line exams. According to the author Reisenwitz [1], there is a significant differ-
ence between online exams when they are monitored or not. In his view, learners 
tend to cheat during online exams. According to data from the Education World 
website, nearly three-quarters, approximately 73% of students, engage in cheat-
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ing during online exams. It is conceivable that some participants fraudulently 
substitute for others by using their personal information to take the assessment 
on their behalf [2] [3]. Facial recognition plays a crucial role in this system [4]. 
When using Deep Learning algorithms, discrimination or inaccuracies may oc-
cur due to algorithm error rates or biases [5]. Moreover, the majority of current 
facial recognition algorithms exhibit significant ethnic biases [6], as they are 
trained on datasets that are not representative of minority populations. This can 
exacerbate existing frustrations with automated surveillance. For instance, stu-
dies conducted at the Massachusetts Institute of Technology (MIT) Media Lab 
have shown that facial recognition technology is more effective at detecting in-
dividuals with lighter skin, especially men, than those with darker skin and 
women [7]. According to the authors of [8], poorly written algorithms, the use 
of poisoned, incomplete, or biased training datasets could contribute to the mar-
ginalization of certain users. 

In response to this challenge, we present an approach in this article that com-
bines the creation of a context-specific facial database in the educational setting 
and the development of new deep learning algorithms [9], notably convolutional 
neural networks [10]. These are designed to accurately identify learners during 
exams, thereby helping to counter attempts at identity usurpation in this specific 
context. The main objective is to make automated exam surveillance both tech-
nologically reliable through these innovations, and fair for all students, regard-
less of their profile. To achieve this, the issue of identity usurpation through face 
substitution has been extensively studied in the literature. For some, it consti-
tutes a difficult threat to counter [11] [12]. However, ensuring the authenticity of 
candidates is essential to certify the validity of remote assessments [13]. Existing 
face usurpation detection systems typically use facial recognition techniques to 
compare the candidate’s image with their identity image [14]. However, current 
automated facial recognition techniques have limitations in this context. On one 
hand, they lack robustness as they are trained on generic databases that are not 
representative of real-world conditions [15] [16] [17]. On the other hand, these 
algorithms suffer from significant ethnic biases [18] [19] [20], exacerbating fair-
ness issues. Several studies have shown the benefits of building specific databases 
to improve performance in identity verification contexts [21] [22]. To develop 
more effective face usurpation detection solutions, high-quality student face im-
age databases and innovative deep learning algorithms are necessary. Similarly, 
advances in deep learning, such as convolutional networks, have demonstrated 
their potential for detecting biometric fraud in critical applications [23] [24] [25] 
[26]. Our study positions itself at the intersection of these challenges. We pro-
pose an approach that combines a dedicated database and innovative deep learn-
ing algorithms for reliable detection of identity usurpation during online exams. 

2. Materials and Methods  
2.1. Original Dataset  

We created an original database comprising the faces of learners enrolled at the 
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Virtual University of Côte d’Ivoire (UVCI). This public university, offering fully 
online educational programs, attracts students from diverse backgrounds, in-
cluding remote regions and villages across Côte d’Ivoire. UVCI conducts regular 
assessments and summative exams. However, the latter require learners to travel 
to the nearest major cities, posing accessibility challenges. 

To address these constraints and enhance assessment security, we embarked 
on creating a system enabling effective identification of learners during online 
exams. Enrolled students span a complete range, from undergraduate to doctoral 
levels. The resulting database initially encompasses over 10,000 classes, with each 
class representing a unique face. However, due to variability in image quality 
conditions, we conducted a thorough manual sorting. This sorting process led to 
the rigorous selection of 55 classes, for which we then created pairs of images, 
totaling 10 images per class. This approach helped establish a gender-balanced 
database. These measures aim to enhance the reliability of the deep learning 
model, particularly a convolutional neural network, for the accurate identifica-
tion of learners during online assessments. 

2.2. Model  

The utilized model (Table 1) is based on convolutional neural networks. It con-
sists of a depthwise separable convolution layer [27]. While standard convolu-
tion performs computation per channel and space in a single step, depthwise se-
parable convolution divides the computation into two steps (Figure 1): depth-
wise convolution applies a single convolutional filter for each input channel, and 
pointwise convolution is used to create a linear combination of the output from 
depthwise convolution. We also used a standard convolution layer following 
pointwise convolution to introduce some complexity to prevent overfitting. A  
 
Table 1. Model structure.  

Layer (type) Output Shape Param # 

separable_conv2d (None, 22, 22, 32) 155 

conv2d (Conv2D) (None, 22, 22, 32) 1056 

separable_conv2d_1 (None, 22, 22, 64) 2400 

separable_conv2d_2 (None, 22, 22, 64) 4224 

conv2d_1 (Conv2D) (None, 22, 22, 128) 73,856 

batch_normalization (None, 22, 22, 128) 512 

flatten (Flatten) (None, 61952) 0 

dropout (Dropout) (None, 61952) 0 

dense (Dense) (None, 512) 31,719,936 

dropout_1 (Dropout) (None, 512) 0 

dense_1 (Dense) (None, 55) 28,215 

Total params: 31,830,354 (121.42 MB); Trainable params: 31,830,098 (121.42 MB); 
Non-trainable params: 256 (1.00 KB). 
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Figure 1. Diagram of the model architecture. 

 
late batch normalization technique is consistently applied to enhance the mod-
el’s generalization. The ReLU function was used for training, with the softmax 
output function useful for multiple classes. 

Depthwise separable convolution is a technique aimed at reducing the com-
putational cost of convolution operations in a neural network while preserving 
the quality of the representation. It involves dividing standard convolution into 
two distinct steps: 
● Depthwise Convolution: For each input channel, a separate convolutional 

filter is applied. This means there is a distinct filter for each channel. Unlike 
standard convolution where a single filter traverses all channels, here, each 
channel is treated independently. 

● Pointwise Convolution: This involves applying a 1 × 1 filter (kernel of size 1 
× 1) to the results of depthwise convolution. This step combines spatial in-
formation extracted during depthwise convolution and creates more complex 
representations. 

The use of depthwise separable convolution offers several advantages: 
● Parameter Reduction: By treating each channel independently during depth-

wise convolution, the total number of parameters is reduced compared to 
standard convolution. 

● Computational Cost Reduction: Depthwise convolution reduces the number 
of operations needed for each output pixel, decreasing the total computa-
tional cost. 

● Adaptability to Devices with Limited Resources: MobileNet [28] was de-
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signed for applications on devices with limited resources, such as mobile de-
vices, and depthwise separable convolution contributes to this efficiency. 

3. Results and Discussions 
3.1. Results 

Figure 2 depicts the accuracy evolution curve for both training and test data. 
The blue curve demonstrates a steady increase in the network’s accuracy during 
the training process. Initially, the accuracy on the training data is very low, indi-
cating that the network struggles to identify complex patterns in the data. As 
training progresses, the curve significantly advances, reaching stable perfor-
mance around the 50th iteration. Subsequently, the curve remains relatively 
constant, suggesting that the model effectively processes the data. In contrast to 
the accuracy evolution curve for training data, the corresponding curve for test 
data (Figure 3) exhibits a sawtooth pattern during the first 170 iterations, re-
vealing challenges in the model’s generalization. After these initial iterations, the 
curve shows a gradual improvement in accuracy. Once the network reaches a 
certain level, the curve stabilizes, following a trend similar to that observed in the 
training data accuracy curve. This stability indicates the model’s ability to gene-
ralize correctly to new data without showing signs of overfitting, confirming its 
consistent and reliable performance on unknown data. 

The table (Table 2) presents the accuracy and loss measures of the model. The 
accuracy represents the rate of correct predictions by the model. On the training 
data, the accuracy reaches 100%, indicating that the model perfectly classifies all 
training examples. The loss (error) measures the average difference between  
 

 
Figure 2. Variation of accuracy for training and test data. 
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Figure 3. Variation of the loss function for the training and test data.  

 
Table 2. Accuracy and loss value. 

 Accuracy Loss 

Train data 1.00 0.00 

Test data 0.98 0.29 

 
predictions and true values. Here, the loss is 0 on training, consistent with per-
fect accuracy. On the test set, accuracy slightly decreases to 98%, which is still a 
very good score. The loss increases to 0.29, indicating that the model makes a bit 
more errors on these unseen data, but it’s still a low loss value. Therefore, there 
is a very slight gap between the performance on the training and test sets. This 
analysis reveals an optimal balance between underfitting and overfitting. The 
model effectively generalizes without being excessively influenced by the specif-
ics of the training data. 

In summary, this table highlights a well-performing model, demonstrating 
both excellent accuracy on the training set and a good generalization ability, as 
evidenced by consistently high metrics on the test set. These results confirm the 
potential of convolutional neural networks for facial identity verification in the 
context of online exams. However, the observed gap emphasizes the need for 
further refinement of the model’s robustness and generality. 

3.2. Discussions 

This study aimed to develop a reliable facial identification system for securing 
online exams at the Université Virtuelle de Côte d’Ivoire. To achieve this, an 
original database of student faces was meticulously created by selecting images 
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balanced in terms of gender. A convolutional neural network model was then 
trained and evaluated on this database. The results suggest a good balance be-
tween underfitting and overfitting, with the model generalizing well without ad-
hering too closely to the specifics of the training data. This study stands out for 
the originality of the database and the use of depthwise separable convolution 
techniques. It is noteworthy that one of the objectives of depthwise separable 
convolution is to reduce the number of parameters, consequently reducing the 
training cost of the model [28]. 

The establishment of an original database and the development of innovative 
deep learning algorithms for detecting face impersonation in online exams pose 
crucial challenges in the fields of security and academic integrity. This approach 
aims to address persistent challenges related to reliable participant identification 
while minimizing the risks of identity impersonation during online assessments. 

The creation of an original database is of paramount importance to ensure the 
representativeness and diversity of student faces. This process must consider 
various nuances of gender, age, and ethnicity to ensure adequate generalization 
of deep learning models. Such a database forms the foundation on which the 
performance of detection algorithms relies, and its methodological rigor is es-
sential. 

Simultaneously, the development of innovative deep learning algorithms must 
tackle the complexities of face impersonation detection. This involves consider-
ing various scenarios, such as real-time face substitution, the use of sophisticated 
devices, and variations in lighting and capture angles. The effectiveness of these 
algorithms will directly impact the reliability of the surveillance system. 

Examining the ethical implications of these advances, it is crucial to strike a 
balance between the security of online assessments and the privacy of learners. 
Transparency in the collection, storage, and use of facial data is crucial, ensuring 
that this information is not used for unintended purposes. 

Several approaches are proposed to mitigate this issue, such as data augmen-
tation or the addition of regularization techniques. Despite this limitation, the 
study demonstrates the potential of deep learning methods for identity verifica-
tion in this application context. 

4. Conclusions 

In conclusion, this study has led to the development of an effective facial recog-
nition model for securing online exams at UVCI. A balanced student face data-
base was created to train the model. The results show excellent metrics on both 
training and test data, indicating good generalization capabilities. 

These contributions lay the foundation for an accessible and secure remote 
identification system for online assessments. They pave the way for a system that 
preserves the integrity of exams while enhancing access fairness. These promis-
ing results need confirmation during large-scale deployment among UVCI 
learners. 
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Several important perspectives are identified. Continuous enrichment of the 
database is essential to strengthen the model’s robustness against facial variabili-
ty. Additionally, an in-depth study of potential biases based on gender or origin 
will contribute to progress toward an ethical and fair system. The extension of 
this approach to other educational institutions could also be explored, contri-
buting to broader adoption and adaptation to the specificities of different educa-
tional contexts. 
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