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Abstract 

Among all the plagues threatening cocoa cultivation in general, and particu-
larly in West Africa, the swollen shoot viral disease is currently the most dan-
gerous. The greatest challenge in the fight to eradicate this pandemic remains 
its early detection. Traditional methods of swollen shoot detection are mostly 
based on visual observations, leading to late detection and/or diagnostic er-
rors. The use of machine learning algorithms is now an alternative for effective 
plant disease detection. It is therefore crucial to provide efficient solutions to 
farmers’ cooperatives. In our study, we built a database of healthy and diseased 
cocoa leaves. We then explored the power of feature extractors based on con-
volutional neural networks such as VGG 19, Inception V3, DenseNet 201, and 
a custom CNN, combining their strengths with the XGBOOST classifier. The 
results of our experiments showed that this fusion of methods with XGBOOST 
yielded highly promising scores, outperforming the results of algorithms using 
the sigmoid function. These results were further consolidated by the use of 
evaluation metrics such as accuracy, mean squared error, F score, recall, and 
Matthews’s correlation coefficient. The proposed approach, combining state 
of the art feature extractors and the XGBOOST classifier, offers an efficient 
and reliable solution for the early detection of swollen shoot. Its implementa-
tion could significantly assist West African cocoa farmers in combating this 
devastating disease and preserving their crops.  
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1. Introduction 

The Swollen Shoot viral disease, or Cocoa Swollen Shoot Virus (CSSV), has been 
a major threat to cocoa cultivation in West Africa for over 70 years [1] [2]. First 
described in Ghana in 1936, it appeared in Côte d’Ivoire in 1943 and has since 
spread extensively throughout the subregion, particularly in Côte d’Ivoire, Ghana, 
and Togo [2] [3]. This disease poses a significant challenge to the Ivorian econ-
omy, the world’s largest cocoa producer [4] [5]. Indeed, the Swollen Shoot virus 
has devastated, and continues to seriously affect, cocoa production in the subre-
gion, threatening the livelihoods of millions of smallholder farmers. This fully 
highlights the severity of the threat to food security and the incomes of rural com-
munities. 

The symptoms of the disease vary, but mainly include abnormal swelling of 
shoots, branches, and roots, leaf discolouration, leaf deformation and premature 
leaf drop, pod stunting, and a significant reduction in yield, which may even lead 
to the death of the tree [5]. The disease is spread by a vector mealybug [5] [6]. In 
response to this plague, current control protocols rely on symptom identification 
and diagnosis, eradication of infected trees, vector management through insecti-
cide use, and replanting with resistant varieties [5]-[7]. However, the primary 
challenge remains the early detection of disease hotspots. Manual survey methods 
are rudimentary and unsuitable for large plantations. It is in this context that Deep 
Learning technologies offer promising prospects for automating symptom detec-
tion and enabling rapid intervention, thus limiting the virus’s spread [8]. 

The objective of this paper is to explore recent advances in applying Deep 
Learning to the detection and monitoring of plant diseases, with a specific focus 
on the case of cocoa swollen shoot. We will examine hybrid methods based on 
CNN feature extractors and the XGBOOST classifier to assess AI’s potential to 
enhance the resilience of cocoa crops and support farming communities in their 
fight against this persistent threat. 

Our study’s contributions are as follows: 
 Creation of a database of swollen shoot-infected cocoa leaves and healthy 

leaves: We established a comprehensive and rigorously labelled database, es-
sential for research on cocoa disease detection. This database will not only al-
low testing of different classification algorithms but also serve as a reference 
for future studies. 

 Application of several state-of-the-art algorithms: We employed the VGG-19, 
Inception V3, DenseNet-201 algorithms and a custom CNN, each with a clas-
sifier based on the sigmoid function. These models are known for their effec-
tiveness in image classification and allow the comparison of the performance 
of various deep neural networks in the context of cocoa disease detection. 

 Evaluation of algorithms with the XGBOOST classifier: In addition to the sig-
moid-based classifiers, we used the XGBOOST classifier for the same algorithms 
(VGG-19, Inception V3, DenseNet-201, and the custom CNN). XGBOOST is 
renowned for its high classification performance, enabling the evaluation of 
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the impact of different classifiers on model efficacy. 
 Comprehensive comparison of methods: A detailed comparative analysis of 

the performance of different combinations of algorithms and classifiers. This 
comparison helps identify the best approaches for cocoa disease detection 
based on criteria such as accuracy, recall, and F1-score. 

These contributions highlight not only the innovation and rigour of our ap-
proach but also its potential to significantly improve early detection and manage-
ment of cocoa diseases. 

Following this introductory section, the remainder of the paper is structured as 
follows: Section 2 reviews the literature. Section 3 describes the materials and pro-
posed methodology. Section 4 presents the experimental results of the various test 
scenarios conducted. Section 5, dedicated to discussion, highlights the discrepan-
cies between the results obtained from testing the different scenarios on the same 
dataset. Finally, Section 6 concludes the study and offers suggestions for future 
work. 

2. State of the Art 

Several studies have been conducted in the field of computer vision, particularly 
focusing on the detection of agricultural pathologies. Below, we present some 
works that are relevant to our study. 

Kacoutchy Jean Ayikpa et al. [9] conducted an in-depth study primarily focused 
on evaluating the effectiveness of feature extractors and the impact of colour 
spaces on these extractors for classifying the maturity of cocoa pods using images 
from a database. Several similarity measures were applied in conjunction with fea-
ture extractors to classify pod images according to their maturity level. Classifica-
tion performance was examined from various angles, using feature extractors 
based on convolutional neural networks (CNN) and the Gray-Level Co-occur-
rence Matrix (GLCM) across different colour spaces, such as RGB, HSV, Lab, and 
Luv [10] [11]. The results showed that the Lab colour space, combined with 
GLCM and the chi-square distance similarity measure, produced the best results, 
with an accuracy of 99.60%. 

Ker Sing Soh et al. [12] proposed the use of convolutional neural networks to 
classify cocoa diseases, focusing on addressing the significant agricultural and eco-
nomic impacts of black pod rot and pod borer. They utilised a dataset of 4390 
images and evaluated five CNN architectures: Custom CNN, VGG-16, Efficient-
NetB0, ResNet50, and LeNet-5, assessing their ability to accurately identify disease 
presence [13] [14]. The Custom CNN model was the most effective, achieving an 
accuracy of 91.79%, precision of 91.79%, recall of 91.79%, an F1-score of 82.08%, 
sensitivity of 96.69%, and specificity of 98.40%, demonstrating a strong capability 
to accurately classify healthy and diseased plants. 

Mamadou Coulibaly et al. [15] developed a system to recognize symptoms of 
the Swollen Shoot epidemic through feature extraction from cocoa pods, enabling 
better diagnosis of plants affected by the disease. Their study was based on 
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convolutional neural networks, with results showing that a deep CNN achieved 
record accuracy on a supervised learning dataset, with a rate of 84%. 

Kacoutchy Jean Ayikpa et al. [16] employed various approaches for classifying 
and recognising coffee leaf diseases, using both traditional machine learning 
methods and deep learning techniques. The evaluation demonstrated high effi-
ciency, with 100% accuracy for traditional methods such as SVM and Random 
Forest, as well as for deep learning methods like MobileNet and Custom CNN. 

Bueno et al. [17] investigated a technique to determine cocoa maturity by ana-
lyzing the acoustic properties of cocoa beans and pods. Their approach involved 
extracting distinguishable features from acoustic signals and applying convolu-
tional neural networks (CNN) to classify the sound of cocoa. Their model achieved 
a classification accuracy of 97.46% for determining the maturity of unharvested 
cocoa pods. 

Sandra Kumi et al. [18] developed a smartphone application based on deep 
learning to detect Swollen Shoot disease and black pod rot in cocoa. This mobile 
application, designed with integrated machine learning techniques, allows cocoa 
farmers to take photos of cocoa pods and upload them for diagnosis, which is 
processed on a cloud service. They trained and tested four CNN models, achieving 
an accuracy of over 80% with the SSD MobileNet V2 model. 

Darlyn Buenano Vera et al. [19] introduced a deep learning model for identify-
ing cocoa pod diseases, focusing on “moniliasis” and “black pod rot” using Effi-
cientDet-Lite4 [20], a lightweight and efficient object detection model. A dataset 
containing images of healthy and diseased cocoa pods was used to train the model 
to detect and localize disease manifestations with considerable accuracy. Improve-
ments in model training and evaluation demonstrated its ability to recognize and 
classify diseases through image analysis. Additionally, the model’s features were 
integrated into a native Android mobile application with a user-friendly interface, 
allowing young or inexperienced farmers to quickly and accurately assess cocoa 
pod health. 

Ciro Rodriguez et al. [21] proposed a machine learning approach for identifying 
cocoa tree diseases (Theobroma cacao L.) and preventing crop losses, as farmers 
often lack immediate tools for timely disease detection. They used image pro-
cessing and analysis techniques such as HoG (Histograms of Oriented Gradients) 
[22], LBP (Local Binary Patterns) [23], and SVM (Support Vector Machine) [24] 
[25] for classification, to determine whether the cocoa tree was infected with a 
disease. The results revealed that applying SVM, Random Forest, and artificial 
neural networks (ANN) with feature vectors extracted using HoG and LBP algo-
rithms could predict the state of the cocoa tree, with accuracy improving as the 
dataset size increased. 

Annisa Fitri Maghfiroh Harvyanti et al. [26] used a deep learning approach to 
identify one of the most common cocoa diseases, Vascular Streak Dieback (VSD) 
[27], enabling timely treatment to maintain productivity. Their method relied on 
analysing leaf images using convolutional neural networks to simplify and accel-
erate the detection process. They evaluated four CNN architectures, namely 
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AlexNet, SqueezeNet, Darknet, and a custom CNN, to identify cocoa plants in-
fected with VSD [28] [29]. With a dataset of 1200 images, including 600 healthy 
and 600 VSD-infected samples, the best results were achieved with the DarkNet-
19 model, achieving a test accuracy of 98.61%. 

Several studies have been conducted on detecting Swollen Shoot based on cocoa 
pod images, yielding promising results. However, very few studies have focused 
on detection based on cocoa tree leaves, the most visible aerial part of the plant. 
In our study, we aim to detect Swollen Shoot based on symptoms present on cocoa 
leaves, which could serve as a basis for aerial detection of disease outbreaks. 

3. Materials and Methods 

This section outlines the proposed methodology for our study, including the da-
taset and materials used, the convolutional neural network models, the data pre-
processing techniques applied, the deep learning methods, and the models pro-
posed. 

3.1. Materials 

1) Dataset Description 
The dataset used in this study consists of cocoa leaf images from plants belong-

ing to the Forastero group, specifically from the Amelonado sub-variety and Trin-
itario group. The images were collected from three plantations in Côte d’Ivoire. 
The experimental plantation of the National Centre for Agronomic Research 
(CNRA) located in Bouaflé, in the central-western region of Côte d’Ivoire (Foras-
tero) and a local farmer’s plantation in the same area (Forastero group). The last 
is a local farmer’s plantation in Divo (Forastero and Trinitario group), located in 
the southern part of Côte d’Ivoire, a region known for high cocoa production. 

The dataset comprises 6000 images (2456 px × 3275 px), organized as follows: 
A first folder containing 2700 images of healthy plant leaves and the second folder 
containing 3300 images of infected plant leaves showing visible symptoms. 

The images were captured in uncontrolled, real-world conditions during nor-
mal daylight hours, under clear skies (between 10 a.m. and 4 p.m.), with ambient 
temperatures ranging from 28˚C to 32˚C, solar irradiance between 200 W/m2 and 
500 W/m2, and humidity levels between 70% and 90%. The distance between the 
camera and the subject ranged from one to five meters. 

Figure 1 and Figure 2 display images of healthy cocoa leaves and leaves show-
ing symptoms respectively. 
 

 

Figure 1. Example of holy cocoa leaves. 
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Figure 2. Example of cocoa leaves showing symptoms of Swollen Shoot. 
 

2) Data Pre-processing 
Data pre-processing is a critical phase in any image classification process, as it 

significantly influences both the performance and efficiency of the models.  
For our data pre-processing, we utilized the CLAHE (Contrast Limited Adap-

tive Histogram Equalization) algorithm. CLAHE is an image processing technique 
designed to enhance local contrast while mitigating the noise typically amplified 
by global histogram equalization [30] [31]. The CLAHE pre-processing method 
consists of the following steps: 
 Image Division: The image is divided into small blocks or regions, referred to 

as “tiles.” In our study, we selected blocks of 256 × 256 pixels to retain the 
distinct characteristics of our images. 

 Histogram Equalization: Each block undergoes individual histogram equaliza-
tion, redistributing pixel brightness to achieve a uniform distribution, thereby 
enhancing local contrast in each block. 

 Contrast Limiting: To prevent excessive noise in homogeneous areas of the 
image, a maximum threshold is applied to contrast enhancement. This is ac-
complished by clipping parts of the histogram that exceed a set threshold and 
redistributing the excess values uniformly. 

 Interpolation: To avoid discontinuities between blocks, pixel values at the 
boundaries are inter polated with those of adjacent blocks, ensuring smooth 
transitions between the equalized tiles. 

Upon processing all blocks, the resulting image displays enhanced local con-
trast without the artifacts commonly associated with global histogram equaliza-
tion. 

Figure 3 below are examples of images following the application of the pre-
processing algorithm. 
 

 

Figure 3. Example of pre-processed images. 
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3) Data Augmentation 
To improve the model’s generalization by exposing it to various perspectives of 

the original images, we applied data augmentation techniques. This was achieved 
by rotating the images at three angles: 90˚, 180˚, and 270˚, followed by flipping 
each of these rotated images (Figure 4). This approach effectively increases the 
size of our dataset by a factor of eight. The advantage of this technique lies in its 
ability to diversify the dataset while enhancing the model’s resilience to noise. As 
a result, it improves the model’s accuracy and sensitivity by optimizing feature 
detection and reducing biases. 
 

 

Figure 4. Example of augmented image. 
 

Following the pre-processing steps, we present in Table 1 the proportions of 
the different categories of leaves in the dataset. 
 
Table 1. Proportions of different categories of leaves. 

Type of Leaves Quantity Percentages 

Leaves of Healthy Plants 2700 Images 45% 

Leaves Showing Symptoms 3300 Images 55% 

Total 6000 Images 100% 

 
4) Hardware 
We selected Python as the programming language for implementing our pro-

ject due to its simplicity, versatility, and the extensive range of libraries it offers. 
Python is also supported by most online platforms. For hardware, we used an HP 
All-in-One desktop PC equipped with an Intel(R) CORE I7-12700T 2.4 GHz pro-
cessor, 16 GB RAM, a 1 TB SSD, and an NVIDIA Quadro P400 GPU. Addition-
ally, we utilized the free Kaggle online platform for testing, which provides 16 GB 
of disk space, 16 GB RAM for the CPU, and 16 GB RAM for the GPU. 
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3.2. Methodology 

We implemented three other algorithms in parallel using the pre-trained models 
VGG-19, Inception V3, and DenseNet-201. 

1) CNN Algorithm used 
a) VGG-19  
The VGG-19 model is a deep convolutional neural network belonging to the 

VGG (Visual Geometry Group) family. Developed by the Visual Geometry Group 
at the University of Oxford, it consists of 19 convolutional layers using a 3 × 3 
kernel. The model employs a nonlinear activation function and max-pooling for 
subsampling. Additionally, it includes two fully connected layers, each with 4096 
nodes, followed by a Softmax layer for classification [32] [33]. 

b) Inception V3  
Inception V3 is a widely adopted convolutional neural network architecture de-

signed for classification tasks. The Inception V3 module forms the backbone of 
the GoogLeNet network. Typically, the Inception V3 module contains three dif-
ferent convolution sizes and a max-pooling operation. After performing convolu-
tions on the output from the previous layer, channels are aggregated, and pooling 
of non-network elements occurs. Inception V3 introduces kernel factorization to 
break down larger convolutions into smaller ones, optimizing computation [34]. 

c) DenseNet-201  
The Dense Convolutional Network (DenseNet) architecture includes four var-

iants: DenseNet121, DenseNet169, DenseNet201, and DenseNet264. These net-
works use layers with 12 filters. In our study, we used DenseNet-201, where each 
layer has direct access to both the original input image and the gradients of the 
loss function. This architecture significantly reduces computational cost, making 
DenseNet-201 an excellent choice for image classification tasks [35]. 

2) Classifiers 
a) Sigmoid Classifier 
The sigmoid classifier employs the sigmoid function as an activation function 

within a model, commonly used in logistic regression or neural networks. The 
sigmoid function is mathematically defined by the following formula: 

 
1

1 e xξ −=
+

 (1) 

This function takes an input value xxx and transforms it into an output ranging 
between 0 and 1, making it particularly suitable for binary classification tasks 
where the objective is to predict the probability of belonging to a specific class. In 
neural networks, the sigmoid function is often applied for several reasons: 
 Nonlinear Activation: The sigmoid function introduces nonlinearity into the 

network, enabling it to model complex relationships between inputs and out-
puts. 

 Bounded Output: The function’s output lies within the range of 0 to 1, making 
it ideal for the final layer in neural networks used for binary classification. 
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 Gradient: The gradient of the sigmoid function is easy to compute, which sim-
plifies the learning process via backpropagation. 

However, the sigmoid function has certain limitations. It can lead to slow learn-
ing due to the very small gradients produced for large or small input values. This 
inefficiency, particularly as the function approaches 1 or 0, can hinder the learning 
process. 

b) XGBOOST Classifier 
XGBoost (Extreme Gradient Boosting) is an optimized machine learning li-

brary designed for implementing gradient boosting algorithms. Introduced by 
Tianqi Chen in 2014, it has become one of the most popular and efficient classifi-
ers for both classification and regression tasks in machine learning [36]. XGBoost 
is recognized for the following: 
 Performance: XGBoost is engineered to be extremely fast and efficient, lever-

aging techniques such as parallel decision tree optimization, effective memory 
management, and distributed computing. It enhances speed and performance 
through parallel processing and supports GPU utilization. Additionally, XGBoost 
employs the optimized DMatrix data structure to manage data efficiently, re-
ducing memory consumption during training, and making it ideal for large 
datasets and computationally demanding tasks. 

 Flexibility: XGBoost offers a variety of tunable parameters, supports multiple 
loss functions, and even allows the definition of custom loss functions, making 
it adaptable to a wide range of machine learning problems. 

 Accuracy and Regularization: XGBoost incorporates regularization techniques 
to prevent overfitting, effectively handles missing data, and thus improves the 
generalization of models to new data. These features make XGBoost a powerful 
tool in machine learning, valued particularly for its speed, efficiency, and ca-
pacity to produce high-quality models. 

c) SVM Classifier 
The Support Vector Machine (SVM) is a supervised learning algorithm used 

for both classification and regression tasks. It seeks to maximize the margin be-
tween classes by finding an optimal hyperplane that separates them. The support 
vectors are the points closest to this hyperplane. 

SVM uses kernel functions (linear, polynomial, RBF) to handle non-linear data 
by projecting it into a higher-dimensional space where separation becomes possi-
ble. The C parameter controls the trade-off between maximizing the margin and 
minimizing classification errors. 

SVM is valued for its robustness and ability to generalize well, especially in 
high-dimensional spaces. However, it can be computationally expensive and often 
requires fine-tuning of parameters. 

3) Evaluation Metrics 
To evaluate the performance of the models in our study, we used several evalu-

ation metrics, including accuracy, mean squared error (MSE), recall, F1 score, and 
the Matthews correlation coefficient (MCC), each calculated using the following 
formulas: 
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a) Accuracy 
Accuracy is the simplest and most commonly used metric to evaluate the per-

formance of deep learning algorithms. It represents the percentage of correct pre-
dictions out of the total predictions made on the selected sample. 

 
PCAccuracy
PT

=  (2) 

b) Mean Squared Error (MSE) 
Mean Squared Error measures the average of the squared differences between 

the predicted values and the actual values of the training data. 

 ( )2
1

ˆ1MSE n
i ii y y

n =
= −∑  (3) 

c) Recall 
Recall assesses the true positive rate, which is the proportion of leaves showing 

symptoms that were correctly identified. It measures the model’s ability to detect 
all infected leaves. 

 
VPRecall

VP FN
=

+
 (4) 

d) F1 Score 
The F1 score is the weighted average of recall and precision, balancing both 

metrics to provide a single performance measure. 

 Precision RecallF1 score 2
Precision + Recalll

∗
= ∗  (5) 

e) Matthews Correlation Coefficient (MCC) 
MCC is used to evaluate the quality of binary classifications, offering a more 

balanced assessment than accuracy, especially in cases with imbalanced datasets. 

 
( )( )( )( )

VP VN FP FNMCC
VP FP VP FN VN FP VN FN

∗ − ∗
=

+ + + +
 (6) 

where: 
- PC = Number of Correct Predictions; 
- PT = Total Number of Predictions; 
- VP (True Positives) = correctly classified images with a true label; 
- VN (True Negatives) = correctly classified images with a false label; 
- FP (False Positives) = incorrectly classified images with a false label as positive; 
- FN (False Negatives) = incorrectly classified images with a true label as nega-

tive; 
- n = Total number of predictions in the evaluation dataset; 
- iy  = True value for prediction i; 
- ˆiy  = Predicted value for prediction i. 

These metrics were used to assess the overall performance and robustness of 
the implemented algorithms. 

4) Implementation of the Algorithms 
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a) Architecture of the Algorithms 
Our algorithm follows the general architecture of convolutional neural net-

works. It consists of a convolutional layer, a subsampling layer, a normalization 
layer, and a fully connected layer (e.g. Figure 5).  
 

 

Figure 5. Methodology flowchart. 
 

b) Hyper parameters used  
We implemented this algorithm using the Python programming language with 

TensorFlow libraries, notably Keras. In the implementation, we used the following 
hyper parameters: 
- Model Architecture: Sequential (Model structure is sequential); 
- Number of Filters: 64, 256, 512 (Input layer, Intermediate layers, Output lay-

ers); 
- Filter Size: (3, 3) (For each convolutional layer); 
- Pooling: MaxPooling, size (2, 2) (Pooling window size); 
- Activation Function: ReLU and Sigmoid (Input layer, Intermediate layers, 

Output layers); 
- Batch Size: 128 (Number of samples processed before weight update); 
- Number of Epochs: 10 (Number of times the algorithm passes through the 

training dataset); 
- Number of Layers: 50 (Number of convolutional and fully connected layers); 
- Dropout: 0.5 (To reduce overfitting); 
- Optimizer: Adam, (Optimization algorithm for adjusting network weights). 
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4. Results and Analysis 

To evaluate the performance of different algorithms and classifiers in detecting 
cocoa leaf diseases, we organized our tests into three scenarios. 

4.1. Test Organization 

1) Scenario 1 
Scenario 1 involves detecting cocoa leaf diseases using feature extractors from 

VGG19, DenseNet, Inception V3, and Custom CNN with fully connected RNN 
layers as classifiers. 

2) Scenario 2 
Scenario 2 involves detecting cocoa leaf diseases using feature extractors from 

VGG19, DenseNet, Inception V3, and Custom CNN with XGBOOST classifiers. 
3) Scenario 3 
Scenario 3 involves detecting cocoa leaf diseases using feature extractors from 

VGG19, DenseNet, Inception V3, and Custom CNN with SVM classifiers. 

4.2. Results of the Scenarios 

This section presents all the experimental results obtained from our work, as well 
as a comparative study of the results from the VGG19, Dense Net, Inception V3, 
and Custom CNN algorithms with a sigmoid, XGBOOST and SVM classifier. For 
the three scenarios, we used the same dataset described earlier. 

To highlight the differences and similarities between the three scenarios, we will 
use the standard metrics described above. 

1) Results of scenario 1 
Table 2 and Figure 6 below summarie the results of the tests conducted with 

the previously mentioned custom CNN, using the evaluation metrics discussed 
earlier for Scenario 1. 
 

 

Figure 6. Performance of each deep learning model during the validation phases. 
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Table 2. Performance metrics for deep learning models. 

Model Accuracy Precision F1-score MCC Recall 

VGG19 92.61% 84.67% 91.38% 85.80% 99.24% 

Dense Net 95.80% 90.95% 94.92% 91.61% 99.24% 

InceptionV3 93.61% 86.70% 92.43% 87.51% 98.99% 

Custom CNN 96.30% 91.44% 95.53% 92.66% 100.00% 

 
Table 2 presents the metric values collected during the validation and testing 

phases of the deep learning models used. We obtained accuracy values ranging 
from 92.61% to 96.30%, and recall values from 98.99% to 100%, demonstrating 
the overall predictive performance of the models and their ability to correctly clas-
sify both positive and negative cases. Precision values ranged from 84.67% to 
91.44%, and F1-scores varied from 91.38% to 92.66%, confirming the balanced 
capability of the models to identify positive instances while maintaining a low 
false-positive rate. 

In this scenario, the performance of the models, particularly VGG19, DenseNet, 
Inception V3, and a custom CNN with a sigmoid classifier, yielded very encour-
aging results. The best performance was achieved with our custom CNN. 

2) Results of Scenario 2 
Table 3 and Figure 7 below summarize the results of the tests conducted with 

the previously described Custom CNN, using the specified metrics for Scenario 2. 
The four models were evaluated using the XGBOOST classifier, which signifi-

cantly improved their performance as observed in Table 3. Accuracy values 
ranged from 95.94% to 99.10%, recall from 99.83% to 98.98%, precision from 
90.78% to 97.77%, and F1-scores varied from 95.09% to 98.87%. 
 

 

Figure 7. Performance of each deep learning model for validation phases. 
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Table 3. Performance measures for deep learning models. 

Model Accuracy Precision F1-score MCC Recall 

VGG19_XGBOOST 95.94% 90.78% 95.09% 91.94% 99.83% 

Dense Net_XGBOOST 98.30% 96.10% 97.89% 96.52% 99.89% 

InceptronV3_XGBOOST 96.40% 91.80% 95.61% 92.80% 99.85% 

Custom CNN_XGBOOST 99.10% 97.77% 98.87% 98.14% 99.98% 

 
In this scenario, the performance of the four models significantly improved 

with the XGBOOST classifier. The best results were achieved with our custom 
CNN. 

The graphs in Figure 7, below provide an overview of the performance (accu-
racy and loss) of each mode. 

3) Results of Scenario 3 
Table 4 and Figure 8 below summarize the results of the tests conducted with 

the previously described Custom CNN, using the specified metrics for Scenario 2. 
 
Table 4. Performance measures for deep learning models. 

Model Accuracy Precision F1-score MCC Recall 

VGG19_SVM 94.31% 90.92% 95.08% 88.87% 99.64% 

Dense Net_ SVM 97.80% 96.86% 98.16% 94.07% 99.49% 

InceptronV3_ SVM 95.61% 93.55% 96.26% 90.16% 99.12% 

Custom CNN_ SVM 98.31% 97.85% 98.58% 99.12% 99.33% 

 

 

Figure 8. Performance of each deep learning model for validation phases. 
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In Scenario 3, the previous models were evaluated using the SVM classifier. We 
obtained accuracy values ranging from 94.31% to 98.31%, recall from 99.12% to 
99.64%, while precision values ranged from 90.92% to 97.85%, and F1-scores var-
ied from 95.08% to 98.58%. We observed a significant improvement in the results 
for all four models with the SVM classifier, although the performance remained 
below that of the XGBOOST classifier in Scenario 2. All four models showed bet-
ter performance with both the SVM and XGBOOST classifiers. 

The graphs in Figure 8 provide an overview of the performance (accuracy and 
loss) of each mode. 

4) Results Analysis  
The increase in accuracy based on the test data is presented in Table 5 below. 

 
Table 5. Accuracy and precision variation. 

Model 
Scenario 1 
Accuracy 

Scenario 2 
Accuracy 

Scenario 3 
Accuracy 

Accuracy 
increase 

VGG19 92.61% 95.94% 94.31% 3.47% 

Dense Net 95.80% 98.30% 97.39% 2.54% 

InceptionV3 93.61% 96.40% 95.57% 2.89% 

Custom CNN 96.30% 99.10% 98.23% 2.83% 

 
Table 5 above presents the variations in efficiency observed across the three 

scenarios during the validation and testing phases of the different models. We ob-
served an Accuracy increase ranging from 2.54% to 3.47%. These values under-
score the overall improvement in results in the second scenario.  

All four models showed enhanced performance with both the SVM and 
XGBOOST classifiers. 

However, the custom CNN stood out with an accuracy of 97.77% and a recall 
of 99.98%. 

A comparative analysis of the three scenarios highlights the efficiency and pre-
cision gains brought by the use of XGBOOST in Scenario 2. These results illustrate 
the positive impact of integrating XGBOOST on model performance. The im-
proved performance indicates a better ability of the models to generalize on vali-
dation and test datasets, reducing classification errors and increasing overall ro-
bustness. 

Our study shows that the XGBOOST classifier is highly effective in classifying 
Swollen Shoot symptoms from cocoa leaf images. 

5. Conclusions 

In this study, we applied various deep learning methods to classify and recognize 
the Swollen Shoot disease using cocoa leaf images. The evaluation of these meth-
ods demonstrated the effectiveness of the models used in previous studies. How-
ever, our custom CNN, combined with the XGBOOST classifier, outperformed 
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the others, achieving a prediction accuracy of 99.10% for diseased leaves and an 
overall accuracy of 97.29%. The model also exhibited minimal loss, confirming its 
robustness. Our future goal is to apply this resilient approach in uncontrolled en-
vironments by integrating segmentation techniques to better target the affected 
areas of the leaves. 

Our dataset was composed of two cocoa sub-varieties that are available as part 
of the Swollen Shoot control project. In our future work, we will expand this da-
taset to include other varieties cultivated in Brazil and globally. We also plan to 
leverage the advantages of new feature extraction and classification architectures 
to further enhance these results. 
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