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Abstract 

As the competition of e-commerce enterprises intensifies, efficient demand 
supply becomes an important weight for enterprises to compete. The current 
inaccuracy of demand forecasting in e-commerce enterprises is frequent, 
leading to increased difficulty in inventory management and weakened com-
petitiveness. In order to improve the accuracy of demand forecasting, intelli-
gent decision-making technology is introduced to establish a NAR neural 
network model, and the NAR model is used to simulate the prediction of his-
torical sales data in the current system. The simulation results are compared 
with the prediction results of the AR model, and it is concluded that the pre-
diction results of the NAR neural network are more accurate and better for 
enterprises to make inventory demand plans and accelerate the transforma-
tion of e-commerce enterprises to digital intelligence. 
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1. Introduction 

With the rapid development of the Internet and information technology, In-
ternet-centric e-commerce companies are rapidly pulling up, in particular, 
e-commerce businesses flourished during the epidemic [1], attracting the physi-
cal industry to follow suit, which invariably increased the competitive pressure 
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on e-commerce businesses. Market competition becomes no longer simply an 
independent competition between enterprises, but the core of competition is the 
comprehensive ability between supply chains [2], which makes e-commerce en-
terprises pay more attention to supply chain management. And inventory de-
mand forecasting [3], as one of the key aspects of supply chain management, is 
essential to be able to predict future demand with reasonable accuracy. However, 
the current inaccurate demand forecasting in e-commerce companies is fre-
quent, leading to increased difficulty in inventory management and weakened 
competitiveness, so timely and accurate inventory demand forecasting is espe-
cially important. 

For inventory demand forecasting methods can be divided into three main 
types: traditional statistical-based forecasting methods, intelligent forecasting 
algorithms based on machine learning, and combined forecasting methods. Ex-
ponential smoothing [4], differential autoregressive moving average (ARIMA) 
models [5], and linear regression methods are traditional forecasting methods, 
such as Wang et al. [6], which used a nonlinear functional model to solve the 
problem of missing information data about. Hussain et al. [7] used exponential 
smoothing method to study customer demand and concluded that the magni-
tude of demand variation reduces the accuracy of forecasting. Snyder R D et al. 
[8] considered the uncertainty factor of seasonal fluctuations and applied the 
exponential smoothing method with high feedback sensitivity to the inventory 
demand forecasting problem, but since such methods can only deal with the li-
near relationship of the forecast object and cannot cope with the complex 
changes in the actual environment, models with nonlinear modeling capabilities 
are gradually proposed by scholars, and such are intelligent forecasting algo-
rithms based on intelligent machine learning, the common ones are gray predic-
tion method, system dynamics model, and neural network method. For example, 
Beutel et al. [9] considered the factors influencing consumer demand forecasting 
and used the optimization of the target inventory function using linear pro-
gramming with variables under different conditional constraints and compared 
the results with the regression forecasting model to predict the demand; Jose et 
al. [10] proposed an analogous time series of similar products to predict the de-
mand of short life cycle products in the face of missing data, and after compar-
ing with Various methods were compared and found that this method obtained 
more accurate prediction results for the shortest prediction time; González Perea 
et al. [11] combined artificial neural networks, Bayesian framework and genetic 
algorithm to build a combined prediction model, which provided a new method 
for short-term demand forecasting in the case of limited data, and the results 
improved the prediction accuracy by more than 3%; Viedma D. T. et al. [12] 
used LSTM neural network model to solve the time series forecasting problem 
and achieved good results. In general, compared with traditional forecasting 
methods, such algorithms are more efficient and accurate in forecasting, and are 
also able to make relatively accurate forecasts under conditions such as unstable 
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supply and demand relationships. However, through a large number of empiri-
cal analysis, it is obtained that the prediction information cannot be fully ex-
tracted by using a single prediction model, and the combination of different 
model advantages can obtain the optimal effect, which is called the combined 
prediction method, such as Ming Zhao et al. [13] According to the prediction 
advantages of ARIMA and BP models in linear and nonlinear problems, a com-
bined prediction model integrated with ARIMA model fitted linear features and 
BP model fitted nonlinear features was established; Malik and Hussain [14] use a 
combination of qualitative methods and deep neural networks to predict the 
evaluation of e-commerce products, define positive and negative emotions 
through qualitative definitions, and then use deep neural network predictions as 
evaluations, and the prediction results support the decision-making analysis of 
e-commerce enterprises; Jin et al. [15] proposed a combined prediction method 
that combines VMD, ARMA and the Nuclear Limit Learner (KELM) for the 
prediction of air passenger flow. As can be seen, existing research in demand fo-
recasting is focused on improving forecasting accuracy. Both single forecasting 
models and combined forecasting models can provide more accurate forecasts of 
inventory demand within a certain range. However, there is no mature reference 
standard on how to choose a reasonable single forecasting model and how to 
make the optimal combination of models to improve the forecasting accuracy 
more effectively.  

With the rise of e-commerce and the continuous impact of mobile Internet 
[16], the business model of traditional enterprises has also opened new ideas, 
typically with the development of e-commerce, with offline as the main body, 
online and offline sales business models, this type of e-commerce enterprises due 
to the development of online mode soon, did not form a perfect system to effec-
tively predict the end demand, mainly relying on the experience of personnel 
before the transformation, through the assessment of procurement personnel to 
control the effectiveness of procurement, coupled with the uncertainty of online 
consumer demand, resulting in a large deviation in inventory demand forecast, 
inventory shortages or high situation often occurs, affecting customer demand 
satisfaction and also to this type of e-commerce enterprises to bring a variable 
amount of losses. In addition, with the rapid development of the enterprise, the 
scale of the enterprise is increasing, the corresponding types of goods are also in-
creasing, the workload of each procurement staff is increasing, and the procure-
ment efficiency will be difficult to ensure, therefore, the problem of inaccurate in-
ventory demand forecast needs to be solved in a timely manner [17], which will 
seriously affect the development of the enterprise if it is not solved effectively. 

In summary, based on the existing research, this paper constructs a model spe-
cifically applicable to e-commerce inventory demand forecasting—NAR neural 
network model. Firstly, SPSS was used to group and process the data in order to 
better simplify and process the data; secondly, the NAR model error was tested 
and compared with the AR model test error to observe its goodness; finally, the 
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NAR model was used to predict the data with the AR model, and the predicted 
value was compared with the real value to verify that the NAR model is more feas-
ible. 

2. NAR Neural Networks 
2.1. Introduction to NAR Methods and Principles 

The full name of NAR neural network is nonlinear autoregressive neural net-
work [18], which is proposed relative to the linear autoregressive model, using 
its own historical data as regression variables, the model is proposed for time se-
ries forecasting, which can use a linear combination of random variables from 
several sections of history to predict the regression model of future random va-
riables, compared with the traditional time series forecasting, the choice of NAR 
neural network performed, the generalization ability and applicability of the 
model are more improved, and at the same time, its excellent ability to handle 
nonlinear data is more than the traditional time series forecasting. 

Depending on the specific implementation, there are differences in the way 
dynamic neural networks accomplish dynamics, and they can be broadly classi-
fied into two types: the first is regression neural networks, which use static neu-
rons and feedback from the output of each layer of the network to form a dy-
namic network, such as NAR nonlinear autoregressive networks; the second is 
neural networks that use feedback from neurons, such as Elman neural networks 
[19] etc. In general, NAR neural networks tend to be more capable than full re-
gression neural networks, and thus are often used in nonlinear dynamic systems. 
The NAR neural network model has been widely used to predict time series in 
other research areas. The NAR neural network consists of an input layer, a hid-
den layer, an output layer and an input delay order. It can be expressed as: 

( ) ( ) ( ) ( ) ( )0 1 21 2 ny t b b y t b y t b y t n t= + − + − + + − + ε          (1) 

where ( )tε  is the white noise. Based on this principle, the NAR neural network 
model used in this paper can be expressed as: 

( ) ( ) ( ) ( )( )1 , 2 , ,y t f y t y t y t d= − − −
              (2) 

where f is the activation function used in the neural model. ( )y t  represents the 
current period inventory. ( ) ( ) ( )1 , 2 , ,y t y t y t d− − −  denotes the historical 
period inventory; d denotes the delay order, and ( )y t  denotes the forecast pe-
riod inventory quantity. The structure of its NAR neural network is schemati-
cally shown as follows (Figure 1). 

2.2. Construction of NAR-Based Neural Network Predictions 
2.2.1. Determine the Delay Order and the Number of Neurons in  

the Hidden Layer 
The delay order and the number of neurons in the hidden layer are the most 
important and fundamental parameters of a neural network, and their suitability 
is directly related to whether a feasible network can be obtained. 
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Figure 1. NAR neural network structure diagram. 

2.2.2. NAR Network (Open-Loop) Mode Training 
Thirty sets of data collected from Company A for 43 inventory products from 
June 2019 to November 2021 were entered into the NAR network as the tuning 
data for the NAR neural network and trained, after which four sets of actual in-
ventory product data were used as the validation data for the prediction results. 

Once the NAR neural network has been trained with the sample data, the first 
step is to observe the error autocorrelation plot. If the error autocorrelation plot 
is within the 95% confidence interval for all error autocorrelations except 0, then 
the NAR neural network is considered to be successfully trained, otherwise, it 
needs to be retrained. 

2.2.3. The Network Makes Predictions 
When making a prediction, the network is adjusted to the original parallel mode 
(close-loop) and the predicted output of the previous step is used as the input 
signal for the next step to obtain the prediction result of the network. 

Based on the above steps, the flow of the NAR neural network based predic-
tion model is obtained as shown in Figure 2. 

3. Simulation Analysis  
3.1. Data Sources and Processing 

An e-commerce company (hereinafter referred to as Company A), mainly en-
gaged in researching and selling tea and coffee, is a typical representative of 
e-commerce companies that takes offline as the main body and jointly operates 
online and offline. Through field survey, company A has 43 kinds of inventory 
products, 34 monthly inventory demand data from June 2019 to March 2022, 
considering the prediction and inspection of 43 inventory product models is a 
very complex and huge workload, and used for each type, so for convenient 
work and considering the results are representative, we use the cluster analysis 
[20], using the average connection method to classify 43 inventory products into 
four groups, according to the average linkage spectrum diagram, there are four 
groups as follows (Table 1). 

3.2. NAR Model Test Results 

According to the four sets of data obtained from the cluster analysis, the four 
sets of data were autocorrelation tested respectively (the time series trend chart 
of the 30 sets of data is consistent with that in the AR model, so it is omitted). 
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Figure 2. NAR neural network flow chart. 
 
Table 1. Classification of the 43 products in stock. 

Group 1 

Sugar, crushed Oreo small biscuits, loose sultanas, white sago, frozen 
passion fruit pulp, crushed peanuts, 2000 ml measuring cup, shaker cup 
(1000 CC), shaker cup (700 CC), 1/3 stainless steel ingredient box 
(with lid), napkin 

Group 2 

Raw Powder pineapple jam (new), mango jam, canned horseshoe 
(sugar cane horseshoe jam), strawberry pulp jam Four Seasons Spring Tea 
No. 1, Rhyming Black Tea No. 1, Four Seasons Spring Tea No. 2, Peach 
Oolong Tea, Crunchy Dark Cocoa Biscuit Crumbs (Oreo), Lactobacillus 
(Honeydew), Frozen Mango Chunks (Frozen Mango), Plastic Cups 
(Torch Cups), Paper Cups (Invincible Milk Tea Cups), 
119 Injection Moulded Cup Lids 

Group 3 
Coffee powder, coconut milk flavour powder, brown sugar flavor 
powder (brown sugar powder), caramel QQ powder, orange fruit dessert, 
crystal ball (cold weather QQ crystal ball), jasmine tea (new) 

Group 4 

Original ice cream powder, juice mate, yoghurt ice cream powder, 
white peach jam (white peach jam new), aloe vera jam (aloe vera jam), 
coconut (coconut jam), crunchy cone, lemon, injection moulded cups, 
takeaway double cup bags 
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The error autocorrelation coefficients calculated for the four types of data are 
shown below (Figure 3). 

As can be seen from the graph above, some of the lags of categories 1 and 2 
are outside of 1. The confidence levels of the model for the remaining intervals 
are within the confidence interval and are adequate from a qualitative point of 
view of error autocorrelation; most of the lags of categories 3 and 4 are within 1, 
indicating that the model tests are good. 

From the results of the comparison in Table 2, it can be seen that the NAR 
model is better than the AR model in terms of stable R2, error rate and predic-
tion accuracy are better fitted than the AR model, therefore, it can be concluded 
that the NAR model can better fit the future trend of the sample. 
 
Table 2. Comparison of the results of the two model fits. 

  Group 1 Group 2 Group 3 Group 4 

Stable R2 
AR 0.7213 0.7832 0.8102 0.8123 

NAR 0.9104 0.9012 0.9874 0.9976 

Error rate 
AR 0.0918 0.0726 0.1912 0.1147 

NAR 0.0318 0.0245 0.0272 0.0218 

Prediction 
accuracy 

AR General General Good Good 

NAR Good Good Good Good 

 

 

Figure 3. Autocorrelation test. 
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3.3. Comparative Analysis of the Prediction Accuracy of NAR and  
AR Models 

According to the four groups of data obtained from the clustering analysis, the 
AR model and NAR model were used respectively, and the data of the first 30 
months of Company A's sample were used as the training set for constructing 
the model, and the data of the last 4 months were used as the test set for model 
validation, and this predicted value was compared with the actual value, in order 
to make the effect more significantly presented, we combined the data of the 
four groups together, and the comparison results are shown in Figure 4, and the 
errors in the predicted values of the NAR and AR models are shown in Figure 5. 

As can be seen from Figure 4, the prediction values of the NAR model are 
closer to the actual values in comparison; as can be seen from Figure 5, the error 
of the prediction results of the NAR model is mainly in the range of −5% to 
−1%, while the error of the prediction results of the AR model is in the range of 
−7% to 7.12%, from which it can be obtained that the NAR neural network pre-
diction method has better prediction accuracy and precision compared with the 
traditional AR model. 
 

 

Figure 4. Comparison of predicted and actual values from NAR and AR models. 
 

 

Figure 5. Comparison of NAR model, AR model prediction errors. 
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4. Conclusions 

This paper establishes a model for e-commerce inventory demand forecasting 
based on NAR neural network, and verifies the feasibility of using NAR neural 
network to forecast e-commerce inventory demand forecasting by comparing it 
with AR forecasting model, in order to bring valuable reference opinions for the 
same type of e-commerce enterprises in inventory management and decision 
making, and draws the following conclusions through simulation verification 
and analysis of forecasting results. 

1) In consideration of the fact that too much sample data would affect the 
model prediction and testing, the raw data was processed and the data was clas-
sified by cluster analysis using the mean linkage method, which can effectively 
improve the model prediction. 

2) Using the sample data, the NAR neural network model and the AR model 
were validated separately, and the results showed that the NAR model was able 
to better fit the future trend of the sample. 

3) The NAR neural network prediction model was developed and the effec-
tiveness of the method in predicting the inventory demand of e-commerce en-
terprises was verified with the measured data. Compared with the AR prediction 
model, the NAR prediction error is between −5% and −1%, which is more accu-
rate. Therefore, it is feasible to use NAR neural network to forecast the inventory 
demand of e-commerce enterprises. 

This paper proposes the use of NAR neural network model for inventory de-
mand forecasting in e-commerce enterprises, which is feasible to a certain ex-
tent, but cannot make an accurate description of the complex environment with 
multiple influencing factors, and needs to consider the uncertainty and dynamic 
factors in the actual operation of enterprises for more comprehensive and accu-
rate inventory demand forecasting. The next stage of the research will be to add 
multiple influencing factors in a complex environment and carry out mul-
ti-objective optimisation to achieve a significant improvement in the forecasting 
capability of the model. 
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