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Abstract 
In recent years, Convolutional Neural Network (CNN), as a deep learning 
algorithm, has been widely used in many fields such as computer vision and 
speech recognition. In the field of geological exploration, CNN has also made 
great progress. This paper reviews the latest research progress of CNN in the 
field of geological exploration, and focuses on the application of CNN in log-
ging and seismic exploration. We first introduce the basic principles of CNN, 
then introduce the specific applications of CNN in logging and seismic ex-
ploration, and analyze the advantages and limitations of CNN with specific 
examples. 
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1. Introduction 

Artificial intelligence is a branch of computer science, which studies the com-
puter simulation of human thinking process and intelligent behavior. In 1950, 
Alan Matheson Turing first proposed the idea of artificial intelligence. The 
Dartmouth Conference in 1956 was considered to be the origin of artificial intel-
ligence. The core idea of artificial intelligence is to enable machines to judge in-
dependently, completely or partially replace human decisions, and maximize the 
efficiency and benefits of solving problems [1]. Since 2006, due to the emergence 
of a large amount of data on the Internet, the breakthrough of artificial intelli-
gence algorithms such as GPU computing power and deep learning neural net-
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works, humans have seen the hope of machines catching up with humans. In 
2017, after 40 days of learning, the AI go program developed by Google defeated 
Ke Jie, the current world’s first go player, at 3:0, and AI achieved explosive de-
velopment. 

The large-scale application of artificial intelligence has brought disruptive 
technological changes to medical, transportation, communication, agriculture 
and other industries. The same is true for the oil and gas industry. At present, oil 
and gas exploration targets are becoming more and more refined, which puts 
forward higher requirements for the efficiency and accuracy of geophysical data 
processing and interpretation. With the increasing amount of data, it is impossi-
ble for humans to quickly identify the characteristics of data and obtain high- 
quality and high-resolution fine interpretation results. Therefore, the combina-
tion of logging, seismic interpretation and artificial intelligence has become an 
inevitable trend. Artificial intelligence is the most fundamental technical support 
in the “geological big data” revolution advocated in the field of oil and gas geol-
ogy. There will be more and more discussions on the theme of machine learning 
or the combination of artificial intelligence and industry, setting off another 
round of AI boom [2]. Intelligent oil and gas exploration and development has 
become a hot spot and development trend in the industry. It is expected to 
greatly improve the efficiency and quality of oil and gas exploration and devel-
opment, reduce costs and risks, and improve the exploration and development 
level of complex oil and gas reservoirs. 

Although CNN has achieved some remarkable results in the logging field, 
there are still some problems to be solved. The number of samples is limited, the 
data set is not large enough, the universality of the trained model is not high 
enough, and the network needs continuous training to establish a new mapping. 
This paper extensively investigates the research status of artificial intelligence in 
the field of oil exploration and development. Combined with the actual needs of 
oil and gas exploration and development, this paper expounds on the research 
progress and application of convolutional neural network in the field of logging 
and seismic exploration. 

2. Convolutional Neural Network 
2.1. CNN Principle 

Convolutional Neural Networks (CNN) is a kind of feedforward neural network 
with convolution calculation and deep structure. It is one of the representative 
algorithms of deep learning. Compared with BP neural network, CNN contains 
at least one convolutional layer for extracting features. The local connection of 
neurons and weight sharing between convolutional layers greatly reduce the 
amount of calculation and improve the training efficiency of neural network. 
Convolutional neural network is essentially an input-to-output mapping net-
work. It can learn a large number of mapping relationships between input and 
output without any accurate mathematical expression between input and output. 
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As long as the convolutional neural network is trained with a known pattern, the 
neural network has the mapping ability between input and output. 

2.2. CNN Structure 

The basic structure of CNN consists of input layer, convolution layer, pooling 
layer, fully connected layer and output layer. The network structure is shown in 
Figure 1. Convolution layer and pooling layer are the core modules to realize 
feature extraction. The network model adjusts the weight parameters in the 
network layer by layer by using the gradient descent method to minimize the 
loss function, and improves the accuracy of the network through frequent itera-
tive training. 

The convolutional layer consists of multiple feature maps. Each feature map 
consists of multiple neurons, and each neuron is connected to the local area of 
the previous feature map. The operation of the connection is carried out through 
the weight matrix, which is also called the convolution kernel [3]. The convolu-
tion kernel performs convolution operations by constantly moving on the fea-
ture map of the previous layer, thereby completing feature extraction. During 
the movement of the convolution kernel, its weight parameters are shared on the 
same layer. After convolution operation, the expression ability of the network is 
enhanced by the action of nonlinear activation function. The corresponding 
calculation formula of convolution layer (1) is as follows: 

( )1 1
,0 0 *q p

MN m i n j ijj iY f X w− −
+ += =

= ∑ ∑                  (1) 

In Formula (1), X represents the input two-dimensional data; w represents the 
convolution filter kernel of size p * q; b denotes bias; y represents by convolution 
operation. After convolution, bias term is usually added and nonlinear activation 
function is introduced. The activation function is usually a nonlinear mapping 
function, which is introduced to increase the expression ability of the entire 
network. The Relu function is currently the most popular activation function in 
neural networks. The pooling layer is usually connected to the local area of the 
previous feature map after the convolution layer. Its purpose is mainly to reduce 
the size of the feature map, reduce the number of parameters, improve the ro-
bustness of the model, and prevent overfitting [4]. The commonly used pooling  

 

 
Figure 1. CNN sturcture. 
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operations are maximum pooling and average pooling. The maximum pooling is 
to select the maximum value in the pixel neighborhood as the output, and the 
average pooling is to use the average value of the adjacent area as the output. 
The pooling layer has no parameters such as weights, but only an operation rule. 
The pooling method selected in this paper is maximum pooling. The schematic 
diagram of maximum pooling is shown in Figure 2 

The fully connected layer refers to the connection between each neuron in the 
output layer and all neurons in the input layer, which is generally located at the 
end of the whole convolutional neural network and plays the role of classifier. 
Generally, according to the task requirements, the appropriate number of neu-
rons in the fully connected layer and the output layer is set to complete the cor-
responding classification or regression tasks. The calculation formula (2) is as 
follows: 

( )1i l l l
j ij i jX f W X b−= +                       (2) 

In the formula: 1l
iX −  is the output of the ith neuron in the 1l −  layer, i

jX  
is the output of the jth neuron in the l layer after the fully connected layer, l

ijW  
is the weight matrix, l

jb  is the bias, f is the activation function. In order to avoid 
overfitting, the fully connected layer usually adopts Dropout. Dropout is a regu-
larization technique that sets the value of Dropout so that some nodes in the 
network do not participate in the training process of CNN, thereby reducing the 
complexity of the model and improving the adaptability of the model. 

3. Application of CNN in Seismic Interpretation and 
Processing 

Throughout the application of artificial intelligence in the field of oil exploration 
and development, convolutional neural networks have made great progress in 
many aspects. Some research results have achieved phased results in actual pro-
duction, but most of them are still being explored. The main research results and 
important progress are summarized as follows. 

3.1. First Picking 

First break picking is a necessary preliminary work for estimating the location of 
the seismic world and other workflows such as tomography or moment bright  

 

 
Figure 2. The schematic diagram of maximum pooling. 
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inversion. It is essentially a process of pattern recognition. Artificial first break 
takes a lot of manpower and time. With the massive generation and accumula-
tion of seismic data, manual picking cannot be completed. Therefore, many 
scholars continue to explore the method of automatic first break picking. 

For the first time, Murat successfully applied artificial neural networks to the 
extraction of first breaks in noisy background. Since then, the effectiveness of ar-
tificial neural networks and even convolutional networks in first breaks picking 
has been verified by multiple teams. The advantage of neural networks is that 
once the training is completed, the processing efficiency is greatly improved 
compared to manual processing [5]. McCormac et al. found that the picking ef-
ficiency of the trained network 3D dataset was 8 times higher than that of ma-
nual picking [6]. After these two scholars, the related research is mainly based on 
two aspects: improving the training and processing speed and picking accuracy 
of neural networks. In terms of training speed, the use of logical fuzzy network 
can ensure that the training speed is improved without losing accuracy. (Mul-
ti-layer perceptron) performs well, but RBF (radial basis) neural network has 
more advantages in training speed. In terms of accuracy, Yuan et al. first suc-
cessfully applied artificial neural networks to the extraction of first-arrival waves 
in noisy backgrounds, and convolutional neural networks can be used for multi- 
channel data analysis [7]. Maity et al. designed a new hybrid automatic picking 
network structure and found that the neural network is more stable than other 
methods in the case of low SNR [8]. Yuan et al. pointed out that artificial neural 
networks rarely use the spatial coherence characteristics of waveforms, so they 
proposed to use CNN for first break picking, but did not compare the results of 
previous artificial neural networks. Extracting which seismic attributes are more 
helpful for first arrival picking is also one of the problems worth studying in the 
future. 

3.2. Fault Automatic Recognition 

Fault automatic recognition based on deep learning has gradually become a hot 
direction. Many scholars have used convolutional neural networks to train on 
synthetic seismic record data sets or actual seismic data sets to construct intelli-
gent fault recognition models and automatically identify parameters such as the 
probability of fault existence and dip angle. As shown in Figure 3, Wu et al. de-
veloped a convolutional neural network model based on encoding and decoding. 
Using U-net network training and data sets, the intelligent fault recognition ef-
fect of image-to-image is truly realized. The model can simultaneously realize 
fault detection and slope estimation. In order to train the network, thousands of 
three-dimensional synthetic noise seismic images and corresponding fault im-
ages, clean seismic images and seismic normal vectors are automatically gener-
ated. Compared with other common methods, the fault identification based on 
U-net network can better describe the fault boundary than the same method, 
and the continuity of the fault is better. The fault detection and reflection slope 
calculation are obviously better than the traditional method [9]. 
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Figure 3. U-net network structure. 

3.3. Seismic Inversion 

Seismic inversion is mainly to convert the conventional interface-type reflection 
profile into a rock-type logging profile, and the seismic data can be directly 
compared with the logging data. In recent years, the application of artificial in-
telligence technology in this field has made great progress, and the algorithms 
used are mainly CNN, RNN, DNN, and GAN. 

Phan et al. combined the cascade method with the convolutional neural net-
work to construct a deep learning model by minimizing an energy function sim-
ilar to the least squares solution of the inverse problem, and then used the net-
work to perform pre-stack seismic inversion. The network learns the nonlinear 
relationship between rock properties and seismic amplitude to predict imped-
ance. The results show that the algorithm can capture all the features in the 
training data set, accurately reconstruct the input logging curve of the well point, 
and generate a geologically reasonable impedance profile [10]. 

4. The Application of CNN in Logging Field 
4.1. Prediction of Logging Physical Parameters 

Determining the properties of oil and gas reservoirs is extremely important in 
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the exploration industry. Among them, porosity and permeability are key phys-
ical parameters. Traditional physical parameter prediction methods mainly in-
clude core experiments and logging data interpretation. With the development 
of deep learning theory, the prediction accuracy and recognition ability of deep 
models are continuously improved. Deep learning strategies are constantly ap-
plied to practical problems and breakthrough progress has been made. Wang et 
al. proposed a deep bidirectional recurrent neural network (DBRNN) model, 
which superimposes multiple bidirectional RNNs to effectively solve the spatial 
scale problem of porosity prediction and take into account the time scale effect. 
Compared with BRNN, DNN and other models, its accuracy and effectiveness 
are outstanding [11]. 

Zhang et al. proposed a multi-logging parameter combination prediction me-
thod based on GRU neural network. The structure diagram of the three-layer 
GRU neural network model is shown in Figure 4. Firstly, the logging parameters 
most related to porosity are selected by using the correlation measurement me-
thod based on coupla function. Then GRu neural network is used to identify the 
nonlinear mapping relationship between logging data and porosity parameters. 
The application results in an exploration area of Ordos Basin show that this me-
thod is superior to multiple regression analysis and recurrent neural network 
method, indicating that GRU neural network is more effective in predicting a 
series of reservoir parameters such as porosity. It can not only make full use of 
the response characteristics of different logging parameters to different forma-
tions, but also get rid of the limitations of traditional empirical formula linear 
prediction [12]. 

4.2. Logging Lithofacies Category Prediction 

With the increasing difficulty of oil and gas resource development, higher re-
quirements are put forward for complex lithofacies prediction technology. The 
traditional logging interpretation scheme based on expert experience or manual 
intervention is difficult to apply to complex reservoir geological conditions and 
diversified logging data. In the actual logging, the cost of obtaining the actual li-
thofacies type is usually very high, and the related engineering is extremely  

 

 
Figure 4. The structure diagram of the three-layer GRU neural network model. 
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cumbersome [13]. Since the deep learning model can efficiently and automati-
cally extract features from massive data, and solve complex classification or pre-
diction problems through layer-by-layer feature changes, thus effectively solving 
multi-dimensional nonlinear problems and big data problems, more and more 
deep learning technologies have begun to be applied to the field of lithofacies 
identification. 

Gu et al. of the three models, Gu et al. proposed an improved probabilistic 
neural network based on continuous restricted Boltzmann machine and particle 
swarm optimization, namely CRBM-PSO-PNN. Experiments show that this 
method is effective for the prediction of complex lithology [14]. 

Supervised learning generally requires a large amount of labeled logging data 
as support. However, most geophysical problems have unbalanced data sets and 
scarce labels. Using semi-supervised or unsupervised learning algorithms to 
train classification models can greatly improve the accuracy of various types of 
predictions, thereby constructing more accurate lithofacies prediction models. 
For example, Chang et al. [15] introduced the unsupervised domain adaptive 
method into lithology identification under the premise of no lithology mark in 
new wells, developed a two-stream multi-layer neural network, and trained the 
network according to the maximum mean difference optimization method. This 
method was applied to Jiyang depression in Bohai Bay Basin, which effectively 
alleviated the performance degradation caused by the difference of logging data 
distribution. 

Aiming at the problem of poor universality of the model, Xie et al. proposed 
an intelligent logging lithology identification framework combining outlier de-
tection and extremely random tree based on a multi-class lithology classification 
model with outlier data sets. An unsupervised learning method is used to detect 
outliers in the data set, and then a very random tree classifier is used for 
coarse-to-fine inference. The lithofacies prediction accuracy of the model in the 
DGF and HGF regions is as high as 89.4% and 91.1%, respectively, which is sig-
nificantly better than other classifiers, so it has the ability to identify sandstones 
with high accuracy [16]. 

4.3. Reconstituted Log 

Curve reconstruction is to use deep learning, correlation analysis and other al-
gorithms to find the correlation between logging curves, and to reconstruct the 
data of wrong, inappropriate and missing logging curves. The artificial intelli-
gence algorithms used include neural networks, combinatorial learning algo-
rithms, clustering algorithms, etc. (Yang et al., 2019) selected four logging para-
meters of compensation density, acoustic time difference, natural gamma and 
shale content as independent variables of convolutional neural network (CNN) 
to reconstruct the change curve of dependent variables such as porosity [17]. 
(Zhang Dongxiao et al., 2018) proposed a method based on recurrent neural 
network (RNN), namely long short-term memory neural network (LSTM), to 
reconstruct logging curves. After verification with real logging curves, it was 
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found that the accuracy was higher than that of traditional methods [18]. 

5. Conclusions and Prospect 

This paper reviews the development of convolutional neural networks in the 
field of oil and gas fields, and focuses on the research progress of convolutional 
neural networks in logging processing and interpretation (such as lithology 
identification, physical parameter calculation, curve reconstruction, etc.), seis-
mic processing and interpretation ( such as first arrival wave picking, fault iden-
tification, etc.). The research results show that big data and artificial intelligence 
technology can provide efficient analysis methods for complex exploration, de-
velopment and application requirements, and have great development potential. 
The integrated development of artificial intelligence and oil and gas industry will 
lead the disruptive innovation of oil and gas technology and promote the oil and 
gas industry from digitization to intelligence. 

It should be pointed out that there are still three main problems in the appli-
cation of artificial intelligence in oil and gas exploration: Firstly, the limited 
number of samples cannot accurately and comprehensively reflect the actual 
geological conditions; secondly, it focuses on the discussion from the perspective 
of artificial intelligence, and often ignores the preprocessing process of logging 
data such as missing value processing, outlier correction and standardization. 
When different distribution data appear, the network needs to be continuously 
trained to establish new mapping, which hinders the application of neural net-
work. The robustness is poor, and learning methods such as deep reinforcement 
and adaptive neural network tuning are not introduced, so the machine cannot 
gradually improve the analysis and adaptability in the process of building the 
database. While designing the implementation method, researchers should take 
into account its economic applicability and scalability as much as possible. 
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