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Abstract 

Rolling bearings are the most prone to failures in mechanical equipment, and 
the vibration signal is unstable. Therefore, according to this characteristic of 
the bearing, the time-frequency characteristics of the bearing vibration signal 
are adaptively extracted. This paper proposes a wavelet transform-based me-
thod. And the bearing fault diagnosis method of convolutional neural net-
work realizes intelligent diagnosis. Firstly, the fault signal of the rolling bear-
ing is converted into a wavelet time-frequency map by using wavelet trans-
form, and it is divided into training set samples and test set samples. Second-
ly, the experimental samples are input into the constructed convolutional 
neural network model for training, and the training continues updating the 
network parameters; finally, the training results and accuracy are obtained by 
testing. The experimental results show that 100% accuracy can be obtained by 
inputting the wavelet time-frequency map of vibration signal into the convo-
lution neural network model for classification. The results prove the feasibili-
ty, stability and convenience of this method in fault diagnosis. 
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1. Introduction 

Rolling bearings are at the core of mechanical equipment. In the modern manu-
facturing industry, machinery and equipment are developing in the direction of 
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intelligence and automation. Under the influence of various factors, rolling 
bearings are very easy to damage and fail. The faulty rolling bearing directly af-
fects the operation of the entire machinery and equipment. More seriously in 
this case, it will also cause damage to the entire machinery and equipment.  

If the rolling bearing fails, it is very likely to be the cause of many accidents, 
that is, when the bearing fails, many accidents may occur. Therefore, the study 
of bearing failure is of great significance to improve the stability of mechanical 
equipment operation and the safety of personnel. 

At present, more and more scholars have begun to study fault diagnosis. With 
the development of technology, researchers began to develop in the direction of 
intelligence on the basis of traditional signal processing and proposed more in-
telligent diagnosis methods. At present, the research methods of fault diagnosis 
mostly take extracting the characteristics of fault vibration signal as the main re-
search means for fault data analysis. The methods of extracting characteristics 
mainly include fast Fourier transform, short-time Fourier transform, time-frequency 
analysis, etc. The difficulty of this kind of method mainly lies in how to extract 
more fault features faster and more effectively. 

With the development of artificial intelligence technology, the method of fault 
diagnosis has further developed to the intelligent fault diagnosis method with 
deep learning as an important means. Zhang Wei et al. [1] used the concept of 
superconvolution kernel and subconvolution kernel to design a new parallel 
cross-DCNN (PC-DCNN) model to realize bearing fault diagnosis under noisy 
environment and different workloads; Shao Haidong et al. [2] proposed a deep 
wavelet autoencoder (DWAE) method based on extreme learning machine for 
the problem of unsupervised feature learning of raw vibration data, which was 
applied to the analysis of experimental bearing vibration signals; Li Heng [3] 
aiming at the vibration signal of rolling bearing with strong non-stationarity and 
easy interference by strong background noise, a fault diagnosis method based on 
short-time Fourier transform and convolutional neural network was proposed, 
which realized end-to-end fault pattern recognition; Chen Renxiang et al. [4] 
proposed a fault diagnosis method for rolling bearing faults based on convolu-
tional neural network and discrete wavelet transform for the self-adaptive ex-
traction of time-frequency features and intelligent diagnosis of rolling bearing 
fault diagnosis; Sun Yan et al. [5] based on the accuracy of bearing fault diagnosis, 
combined with the time-frequency domain characteristics of vibration signals, 
proposed an improved capsule network diagnosis method in time-frequency 
domain. 

The convolutional neural network has good accuracy in the recognition and 
classification of one-dimensional data and two-dimensional images. In this pa-
per, a lightweight convolution neural network model is adopted. The bearing 
fault data are preprocessed by means of wavelet transform and data set en-
hancement. After being transformed into a time domain diagram, it is used as 
the training sample of a neural network to achieve high fault diagnosis accuracy. 
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2. Wavelet Transform 

Wavelet transform is often used to analyze the time-scale of signals [6]. It is a 
commonly used scientific research mathematical tool after Fourier transform in 
recent years, and has the characteristics of multi-resolution analysis. 

The “permissive” condition is an important condition that restricts the rever-
sibility of wavelets. Wavelet transform is only meaningful within a limited win-
dow, beyond the limit of the window, the functions are all zero, that is to say, the 
definition domain of wavelet transform is only partially non-zero [7]. The so-called 
wavelet transform means that the components it contains have no direct current 
trend at all, but are in the form of an oscillating wave. 

( )tψ  is a wavelet mother function, which needs to satisfy the conditions of 
tolerance, limited energy and zero mean [8], which are respectively shown by 
Equations (1.1)-(1.3): 

( ) ( )tψ ψ ω↔                         (1.1) 

( ) 2

dCϕ

ψ ω
ω

ω
∞

−∞
= < ∞∫                     (1.2) 

( ) ( )0 d 0t tψ ψ
−∞

∞
= =∫                      (1.3) 

When the above conditions are met, assuming the original signal is x(t), the 
continuous wavelet transform and inverse transform of the signal x(t) can be de-
fined as: 

( ) ( ) *1, dtC a x t t
aa
ττ ψ

−∞

∞ − =  
 ∫                (1.4) 

( ) ( ) 2

1 1, d dtx t C a a
C aaψ

ττ ψ τ− =  
 ∫∫               (1.5) 

In Formulas (1.4) and (1.5), the scale factor is represented by a, and the condi-
tion of a > 0 must be satisfied; in the formula, the displacement is reflected by τ, 
and there is no positive or negative requirement; because a and τ are both con-
tinuous variables, so also known as Continuous Wavelet Transform (CWT) [9]. 

The continuous wavelet time-frequency diagram can reflect the characteristics 
of the signal, and the frequency of the signal at different times can be seen in the 
diagram. Converting the signal into a wavelet time-frequency diagram is more 
convenient for signal processing and analysis. The wavelet transform is the 
time-scale analysis of the signal, that is, the transformation of the signal from the 
time domain to the scale domain. Therefore, it is necessary to obtain the fre-
quency solution corresponding to the signal scale by Equation (1.6) to plot the 
frequency and wavelength diagram of the signal, namely the wavelet time-frequency 
diagram. 

c s
a

F f
F

a
=                          (1.6) 

In the Formula (1.6), Fc represents half of the wavelet characteristics and is the 
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center frequency of the wavelet. The sampling frequency of the signal is 
represented by fs in the formula, and the actual frequency corresponding to a is 
represented by Fa [10].  

3. Convolutional Neural Networks 
3.1. Principle of Convolutional Neural Network 

Convolutional Neural Networks are a versatile type of neural network. The input 
layer, convolutional layer, pooling layer, fully connected layer, and output layer 
make up the convolutional neural network [11]. The local connection conforms 
to the sparse response of biological neurons and can be used as the connection 
method of CNN, which reduces the size parameters of the convolutional neural 
network model to a certain extent, and can also reduce the dependence on 
training data [12]. 

Convolution layer: The combination of many convolution kernels finally 
forms a convolution layer. The convolution operation can denoise the signal and 
enhance the features of the signal [13]. 

Convolutional layer gradient calculation: 

( )1
j

l l l l
j i ij ii Mx f x w b−

∈
= ∗ +∑                  (2.1) 

l
jx  represents the jth feature map of the convolutional layer l, the activation 

function is represented by f, and Mj represents the set of input features [14]. 
When the matrix size of the input convolution layer is w × w, the size of the 

convolution kernel in the convolution layer is k × k, the stride is s, and the pad-
ding value is p, then the calculation of the image size is generated after convolu-
tion formula: 

2 1w p kw
s

+ −′ = +                      (2.2) 

Pooling layer, also known as the downsampling layer, can effectively control 
overfitting. After the convolutional layer, there will be a downsampling layer, 
and the purpose is to reduce the parameter amount of the feature map obtained 
by the convolution. There are two types of pooling layers. When the pooling 
core moves to an area, the maximum pooling layer (Max Pooling) is to take the 
maximum value of the area, and the average pooling layer (Mean Pooling) is to 
take the average value of the area. The pooling kernel is equivalent to a filter in 
the pooling layer, and the purpose is to make the features more concentrated. 

Fully connected layer: The main function of the fully connected layer is classi-
fication. The full connection connects all nodes in the n − 1 layer with all the 
nodes in the n layer, that is, integrates the features extracted by the previous 
convolution, and then uses Softmax logistic regression for classification. 

3.2. MobileNet 

At present, most neural networks run on servers with strong computing power, 
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but huge networks cannot run on ordinary computers or mobile terminals. Due 
to the limited computing power of mobile devices, the MobileNet neural net-
work is proposed for this problem. 

The main idea of MobileNet-V1 is to use Depthwise Separable Convolution 
[15] instead of convolutional layers. Depthwise Separable Convolution is a 
depthwise separable convolution. Depthwise separable convolution is mainly 
used in model compression. It replaces the original cross-channel 3 × 3 convolu-
tion operation with a single-channel 3 × 3 convolution plus 1 × 1 convolution. A 
comparison of traditional convolutional layers and depthwise separable convo-
lutions is shown in Figure 1. 

The traditional convolution layer is to convolve the three RGB channels at the 
same time, and the image with the number of channels M is convolved to obtain 
a feature map with the number of channels N. The traditional convolution oper-
ation uses N different A × A × M to traverse the input feature map in the form 
of a sliding window, and the number of convolution kernel parameters of size A 
× A is A × A × M × N. 

In MobileNet, the convolution is divided into two parts: depthwise convolu-
tion and pointwise convolution. Depthwise sets convolution kernels for each 
channel of the input feature map respectively, and these convolution kernels on-
ly work in this channel [16]. Because the multi-channel of convolution is aban-
doned, the number of parameters of Depthwise is A × A × M. Pointwise convo-
lution can use 1 × 1 convolution to operate, mainly to increase and decrease di-
mension or to perform feature fusion, so the parameter quantity is M × N × B × 
B [17]. Therefore, the ratio of efficiency improvement can be calculated accord-
ing to the above theory, as shown in Formula (2.3): 

2

1 1AAMBB MNBB
AAMNBB N A

+
= +                   (2.3) 

The number of input feature channels in the formula is M, the size of the 
convolution kernel is A in the formula, the number of 1 × 1 convolution kernels 
is N, and B × B represents the size of the output feature map of the convolution 
layer. 
 

 
Figure 1. Conventional convolution and deep separable convolution. 
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From Formula (2.3), assuming that a 3 × 3 convolution is input, the parameter 
and calculation amount of MobileNet is about 1/8 of that of ordinary convolu-
tion. 

The activation function adopted by MobileNet-V1 limits the maximum out-
put value to 6, which is the ReLU6 activation function, as shown in Formula 
(2.4). 

( ) ( )( )min max 0, ,6f x x=                   (2.4) 

This article adopts the MobileNet-V2 [18] structure. The difference from Mo-
bileNet-V1 is that the MobileNet-V2 structure adds a 1 × 1 convolutional layer 
to the Depthwise convolution, the purpose of which is to “expand” the channel. 
As the number increases, more features can be obtained. And at the end of the 
structure, linear structure is used instead of ReLu to prevent it from destroying 
the characteristics. And learned the structure of the residual network in the net-
work, and finally formed a linear bottlenecks structure, as shown in Figure 2. 

4. Experimental Tests 
4.1. Experimental Dataset 

The data used in this experiment is the experimental data of the 6205-2RS JEM 
SKF bearing in the Western Reserve University rolling bearing experiment. The 
platform consists of a 1.5 KW electric motor; a torque sensor/decoder; a power 
test meter and an electronic controller [19]. The bearing damage in the experi-
ment is a single point damage by EDM; the bearing damage is a single point 
damage by EDM; SKF bearings are used to detect damage with diameters of 
0.007, 0.014, and 0.021 inches respectively; when testing the vibration signal of 
the bearing The acceleration sensor is used, the motor speed is 1796 rpm, the 
load horsepower of the motor is 0 HP, the sampling frequency is 12 kHz, and the 
number of rolling elements is 9. 
 

 
Figure 2. Structure of linear bottlenecks. 
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In this experiment, the bearing data of Western Reserve University is divided 
into 10 categories according to different fault sizes and faults in different posi-
tions, each category includes 1000 samples, and they are divided into training 
samples and test samples according to the ratio of 4:1. The experimental data are 
shown in Table 1. 

Table 2 shows the structural parameters of the bearing 6205-2RS JEM SKF in 
the experiment. 

The empirical formula for failure frequency is: 
Inner ring fault frequency: 

0.6i rf Z f= × ×                        (3.1) 

Outer ring fault frequency: 

0.4o rf Z f= × ×                        (3.2) 

Cage failure frequency: 

0.381 0.4c rf f= − ×                      (3.3) 

Rolling element failure frequency: 

( ) ( )0.23 10 ; 0.18 10b r b rf Z f Z f Z f Z= × × < = × × >        (3.4) 

Among them, fr is the rotation frequency, and Z is the number of rolling ele-
ments. The failure frequency of the rolling bearing can be calculated from the 
above empirical formula, as shown in Table 3. 
 
Table 1. Data sheet of 6205 SKF rolling bearing. 

 Fault size/mm file name 

Normal Baseline Data 0 97 

Outer Race Position Relative to Load Zone 
(Load Zone Centered at 6:00) 

0.1778 130 

0.3556 197 

0.5334 234 

Ball 

0.1778 118 

0.3556 185 

0.5334 222 

Inner Race 

0.1778 105 

0.3556 169 

0.5334 209 

 
Table 2. Bearing parameters. 

Inside 
Diameter 

Outside 
Diameter 

Thickness 
Ball 

Diameter 
Pitch 

Diameter 

25 52 15 7.94 39.04 
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Table 3. Bearing failure frequency. 

Inner race fault 
frequency/Hz 

Outer race fault 
frequency/Hz 

Cage failure 
frequency/Hz 

Rolling element 
failure frequency/Hz 

162.1860 107.3640 11.9293 70.5838 

 
Figure 3 is the signal time-domain diagram of different parts of the bearing in 

the experiment when faults occur under different conditions. The signal 
time-domain diagram is the original signal time-domain diagram obtained from 
the data in the bearing data set after time-domain transformation. From the time 
domain diagram of the signal in Figure 3, it can be found that it is difficult to 
accurately determine the fault location of the bearing and the type of the bearing 
failure only by relying on the time domain diagram of the fault signal. 

4.2. Network Model Parameters 

The core of mobilenet-v2 adopted in this paper consists of 17 bottlenecks. The 
network model of mobilenet-v2 is shown in Table 4, where t refers to the di-
mension extended in the residual block. C is the dimension of the output, which 
can be used to judge the number of convolution kernels. S is the step size of 
convolution, and N is that the current line operation is repeatedly applied N 
times. 

4.3. Experimental Process 

The software used in this article includes Python3.9.2, MatLab R2017b and Ori-
gin 2019b, the operating system is Windows 10, the processor of the experimen-
tal environment is AMD Ryzen 7 4800H with Radeon Graphics 2.90 GHz, and 
the memory is 16 GB. 

This experiment adopts the bearing fault diagnosis method of wavelet trans-
form and convolutional neural network. First, the data in the bearing data set of 
Western Reserve University is converted into a wavelet time-frequency map by 
using the MatLab software, and then there are 1000 samples for each fault, a to-
tal of ten faults, and the total number of samples reaches 10,000. According to 
the 4:1 ratio The ratio is divided into training test set and verification test set, 
input the training test set into the built convolutional neural network model, set 
0.001 as the learning rate of the training parameters of this experiment, the loss 
function uses cross entropy, the training period is set to 100, update the network 
model, input the validation test set into the trained network model, get the ac-
curacy rate, and finally perform image prediction to get the accuracy rate. 

Because the experimental data set used in this experiment is large, too many 
or too few samples will have an impact on the accuracy of the experiment. 
Therefore, it is necessary to find an appropriate number of batch samples to im-
prove the accuracy of the experiment and the efficiency of the experiment to a 
great extent [20]. In this paper, the number of four batch samples is set, and the 
experiments are carried out in turn. The diagnostic results are shown in Table 5.  
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Figure 3. Signal time domain diagram under different fault states. 
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Table 4. Mobilenet-v2 network model parameters. 

Input Operator t c n s 

2242 × 3 Conv2d - 32 1 2 

1122 × 32 bottleneck 1 16 1 1 

1122 × 16 bottleneck 6 24 2 2 

562 × 24 bottleneck 6 32 3 2 

282 × 32 bottleneck 6 64 4 2 

142 × 64 bottleneck 6 96 3 1 

142 × 96 bottleneck 6 160 3 2 

72 × 160 bottleneck 6 320 1 1 

72 × 320 Conv2d 1 × 1 - 1280 1 1 

72 × 1280 Avgpool 7 × 7 - - 1 - 

1 × 1 × 1280 Conv2d 1 × 1 - k -  
 
Table 5. The influence of batch sample number on accuracy. 

Number of batch samples 
Average diagnostic 
accuracy × 100% 

Average training time/s 

16 99.63 2.75 

32 98.39 1.34 

64 98.35 1.13 

128 97.39 0.89 

 
It can be seen from the table that when the number of batch samples is 32, the 
accuracy reaches the highest, and the average training time is close to the best 
result, so the number of batch samples in this model is 32. 

4.4. Experimental Results and Analysis 

The experimental model selected GoogLeNet, VGG16 model and MobileNet 
model for comparison, and input the processed wavelet time-frequency map in-
to the above model for training. The training parameters of the three network 
models are all set to a learning rate of 0.001, the loss function uses cross entropy, 
the training period is set to 100, and each batch of training images is 32. During 
the training process, the loss rate and accuracy rate are recorded every time the 
model completes one cycle of training. The final training accuracy and loss rate 
of the three models are shown in Figure 4 and Figure 5. 

It can be seen from the above figure that the loss rate of MobileNet is kept be-
low 0.25, the accuracy rate can be kept above 0.97, and the fluctuation of the 
curve is small. The loss rate of VGG16 starts from about 1.5 and drops to close 
to 0, and the accuracy rate can also be maintained. Above 0.97, the fluctuation 
range of the curve is larger than that of MobileNet. The loss rate of GoogleNet 
starts from about 2.5 and drops below 0.25, and the accuracy rate increases from 
about 0.8 to more than 0.97, which is the largest fluctuation. In terms of loss  
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Figure 4. Model training loss rate. 

 

 
Figure 5. Model test accuracy. 

 
rate, the loss rate of VGG is relatively high at the beginning of training, but after 
several iterations, the loss rate is close to 0, which is better than that of GoogLe-
Net and MobileNet; in terms of accuracy, the accuracy rate of MobileNet is not 
only high, but the basic accuracy rate can reach 1 (Table 6). The accuracy rate is 
still very stable, significantly better than the VGG16 and GoogLeNet models. 
Therefore, on the whole, the MobileNet model, as a lightweight network model, 
is superior to the other two networks in terms of loss rate and accuracy. 

Select an inner ring fault data with a speed of 1797 rpm and 0.18 mm from the 
bearing data set of Western Reserve University, convert it into a wavelet 
time-frequency map through MatLab, and input it into the built MobileNet 
model for prediction, as shown in Figure 6. As shown, it can be seen that the 
prediction accuracy can reach 0.956. 
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Figure 6. Fault prediction results. 

 
Table 6. Experimental results of different networks. 

Networks accuracy/% 

MobileNet 100 

GoogLeNet 99.98 

VGG16 99.86 

5. Conclusion 

This paper proposes a bearing fault diagnosis method based on wavelet trans-
form and convolutional neural network. Firstly, the fault signal data of the bear-
ing is converted into a signal time-frequency map by the method of the wavelet 
transform, and then the convolutional neural network MobileNet network mod-
el is used to carry out parameter training and learning to avoid the tedious and 
complex process of traditional signal processing and relies on the characteristics 
of personnel experience, which effectively reduces the difficulty in the fault di-
agnosis process and enhances the intelligence of the diagnosis process. The 
training results also demonstrate the accuracy and stability of this method. 
However, there are still many areas for improvement and further research in this 
method. In the experiment of this paper, the choice of parameters will have a 
great impact on the experimental results when the algorithm comparison expe-
riment is carried out. In the following experiments, you can try to optimize the 
parameters with better effect to obtain a better network structure model, and ex-
plore the relationship between the experimental results and the changed para-
meters. 
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