
Open Access Library Journal 
2020, Volume 7, e6046 
ISSN Online: 2333-9721 

ISSN Print: 2333-9705 

 

DOI: 10.4236/oalib.1106046  Jun. 17, 2020 1 Open Access Library Journal 

 

 
 
 

Research Progress of Automatic Question 
Answering System Based on Deep Learning 

Shiyao Zhao, Zhezhi Jin* 

Yanbian University, Yanji, China 

 
 
 

Abstract 

With the rapid development of deep learning, a large number of machine 
reading comprehension models based on deep learning have emerged. Firstly, 
the paper points out the shortcomings of traditional search engines and ex-
plains the advantages of automatic question answering systems compared 
with them. Secondly, it summarizes the development process of the deep 
learning-based machine reading comprehension model, and expounds the 
overall framework and operation principle of the model, as well as the ad-
vantages and application scope of the model. Finally, it points out where the 
development trend lies, and lays the foundation for follow-up researchers. 
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1. Introduction 

With the vigorous development of the Internet and the sharp increase in data, 
we have entered the era of big data. The increasing in the amount of data is a 
challenge for how to quickly retrieve key information from large amounts of da-
ta. However, traditional search engines have the following disadvantages: 1) 
Search engines usually use keywords to guess the user’s intentions, but they 
cannot fully understand them. 2) It takes a lot of time to return a large number 
of webpages related to keywords. It is inefficient to read and extract key infor-
mation manually. Therefore, it can no longer meet people’s needs for accurate 
information. 
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Automatic question answering system is one of the most popular directions in 
the field of natural language processing, it can input questions in the form of 
natural language, and the system analyzes the semantics, so that it can more ac-
curately understand the needs of users and filter invalid information. Finally, it 
is sorted by relevance to return, which is more accurate and efficient. Therefore, 
the intelligent question answering system has become a hot topic in the field of 
natural language processing. 

2. Deep Semantic Matching Model 

Semantic matching technology plays an important role in information retrieval 
and search engines, and plays an important role in the recall of results and pre-
cise ranking. The semantic matching technology in the traditional sense pays 
more attention to the degree of semantic matching at the text level, which we 
will temporarily call the semantic matching at the language level. 

DSSM is an abbreviation of Deep Semantic Similarity Model, which is estab-
lished by Huang [1] and others on the basis of deep neural networks. Its main 
principle is to represent the problem and the document as a low-dimensional 
semantic vector through DNN, and calculate the distance of the semantic vector 
through the cosine similarity. Although the DSSM model has supervisory capa-
bilities, it loses contextual information. To make up for this shortcoming, the 
CLSM model proposed by Shen [2] et al. is improved on the basis of the DSSM 
model, replacing the DNN with CNN to learn the semantic vector, and retains 
some context information. Because CLSM has some difficulties in saving 
long-distance semantic dependencies, Palangi [3] constructed the LSTM-DSSM 
model. Later, Elkahky [4] and others also proposed the MV-DSSM model based 
on the DSSM model. 

3. Machine Reading Comprehension Model 

3.1. Definition of Machine Reading Comprehension 

Machine reading comprehension is to make machines imitate humans to read 
text and answer questions based on understanding. Machine reading compre-
hension is a research hotspot of scholars at home and abroad today, involving 
many fields such as information retrieval and natural language processing. It can 
help users find the answers they need in a large amount of text through a com-
puter, reducing the cost of searching for information. 

3.2. Machine Reading Comprehension Model Based on Deep  
Learning 

Deep learning is famous for its powerful learning capabilities, and it has been 
widely used in the field of natural language processing and has achieved great 
results. Attention mechanism was first applied to image processing. Later, 
people began to use it in natural language processing and achieved good results. 

Hermann [5] and others built the CNN/Daily corpus and proposed the con-
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cept of Attentive Reader (Figure 1). The model encodes the problem and the 
document using bidirectional LSTMs, and then concatenating the hidden state 
of the problem in both directions to form the problem representation Q. Second, 
calculating the attention weight of the words in the document, and perform 
weighted average to obtain document D. Next, the non-linear Tanh function is 
used to integrate the representation of the problem and the document. Finally, 
use softmax to predict the answer.  

BiLSTM is called Bi-directional Long Short-Term Memory, and it consists of 
two LSTMS, forward and backward. Compared with LSTM, it can better capture 
the information of sentence context, but it is limited in the hidden layer when 
calculating the long-distance dependencies. Therefore, Tan [6] and others com-
bined the attention mechanism and proposed the QA_LSTM-Attention model. 
The model enhances the weight of more relevant words and reduces the weight 
of less relevant words, which can effectively alleviate the disadvantages of 
BiLSTM. The specific steps are as follows: First, BiLSTM modeling is performed 
on the input, and features are extracted to obtain a representation feature map. 
Before pooling, the BiLSTM output is multiplied by the softmax weight, and fi-
nally the cosine similarity is used to calculate the matching degree. 

The attention mechanism in QA_LSTM_Attention only considers the impact 
of the question on the answer, and ignores the impact of the answer on the ques-
tion. Cicero [7] and others simultaneously applied attention to questions and 
answers, and proposed the AP_BiLSTM model (Figure 2), which is more com-
prehensive than QA_LSTM_Attention. The innovation of the model lies in 
mapping the input ends Q and A into a high-dimensional space through the pa-
rameter matrix U, and then constructing the matrix G through the features of Q 
and A, where G represents the interaction between the answer and the question. 
Next, max pooling is performed on the columns and rows of G, which respec-
tively indicate the importance scores of the answer to the question and the ques-
tion to the answer. Finally, after getting the attention vector of the question and 
answer, do the matching work. 
 

 
Figure 1. Architecture of attentive reader. 
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Figure 2. Architecture of AP_BiLSTM. 

 
Wang [8] et al. proposed a new model with reading comprehension abili-

ty-Match-LSTM, which uses two different recurrent neural networks to encode 
questions and documents. And combined Tanh function and LSTM to calculate 
the attention weight of each word in the document in the problem and weight it. 
Finally, the boundary model is used to predict the start and end positions of the 
answer. The disadvantage of the model is that it takes too long to train and rea-
son, which is not suitable for daily use. 

Compared with match-lstm, it only predicts the location of the answer once 
through pointer network. Xiong C [9] et al. proposed a dynamic coattention 
network using multiple iterations at the prediction layer. The model is mainly 
divided into two parts: the coating encoder and the dynamic pointer decoder. 
The answer position is continuously updated through multiple iterations. It can 
solve the problem of trapping in the local optimal solution. 

Seo [10] and others proposed the Bi-Directional Attention Flow (BiDAF) mod-
el. It also uses Char-CNN and GloVe to map the vocabulary to a high-dimensional 
vector space, stitches it, and then uses two layers of Highway Network processing 
to obtain the problem and document matrix. Through the dual-end attention 
mechanism, the attention weights of the problem to the document side and the 
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document to the problem side are calculated, normalized processing is per-
formed using softmax, and weighted summing is performed. It fully considers 
the interaction between the problem and the document, and reduces the loss of 
effective information. Finally, use Pointer Network to predict the answer posi-
tion. BiDAF is faster than Match-LSTM in training time. 

Wang W [11] first proposed the R-Net model. The model uses two interaction 
layers, which are used to capture the interaction information between the prob-
lem and the document and the interaction information between the words in the 
document. The model introduces self-attention and gating mechanisms, and 
expands the receptive field of each vocabulary to the full text, which enhances 
the ability to understand documents. 

4. Summary and Outlook 

With the rapid development of deep learning technology, machine reading 
comprehension technology based on deep learning has been widely improved. 
This paper introduces and sorts out the development history of the machine 
reading comprehension model of deep learning, and briefly describes the overall 
framework, operation principle, the scope and advantages of the model. The 
current reading comprehension model only calculates text similarity based on 
shallow semantics, which cannot model the deep semantic, so it does not have 
the ability to reason. Therefore, the automatic question answering system needs 
further development, and the future development trend is the study of machine 
reading comprehension models with inference ability. 
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