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Abstract 
In this paper, a new iterative formula for solving ordinary and partial nonli-
near differential equations is derived based on the combination between 
Bernstein’s polynomial and the Adomian decomposition formula. The solu-
tion of the differential equations has been transformed into iterative formulas 
that find the solution directly without the need to convert it into a non-linear 
system of equations and solving it by other numerical methods that require 
considerable time and effort. The obtained results are compared with the ex-
act solutions to show the efficiency and reliability of the proposed method 
which can be extended to solve a large variety of nonlinear differential equa-
tions. Tables are also given to show the variation of the absolute errors for 
larger approximation, namely for larger n. 
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1. Introduction 

Differential equations are mostly prominent in the applications of chemistry, 
physics and mathematical models related to economic and biological processes, 
it is classified into two types, i.e. ordinary and partial, differential equations are 
divided into linear and non-linear, too. and there are many ways to solve this 
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equation, such as Bernstein’s polynomial which plays a prominent role in vari-
ous branches of mathematics, and it has been used by many researchers to solve 
integral equations, and approximation theory [1] [2] [3] [4]. Saad N. AL-Azawi 
in [5] used Bernstein polynomials, for solving systems of the one-dimensional 
volterra linear integral equations of the second kind. Mohammed A. S. and Ishak 
H. in [6] solved the nonlinear stiff system of ordinary differential equations by 
applying Bernstein’s polynomial. Yadollah O. and Sara D. in [4] used Bernstien’s 
polynomials application to solve nonlinear fredholm integro-differential equa-
tions. As well as Ahmed F. Q. and Ekhlass S. AL-Rawi in [7] presented modified 
Bernstein Polynomials with Adomian decomposition method for solving 
ordinary and Partial differential equations. Adomian decomposition is a method 
used to solve linear and non-linear equations, for example, partial differential 
equations, algebraic, differential, and many systems, integral-differential equa-
tions, delay differential equations, … etc., this method gives approximate solu-
tions and accurate calculations of linear and nonlinear differential and integral 
equations, and the solution can be achieved to any degree of approximation, the 
benefit of this method is that it provides us with a direct way to resolve issues, in 
other words, without the need for disturbances, planning, enormous calculations 
and any other transfers [8]. The researchers Abdul M. Wazwaz and Salah M. 
EL-sayed in [9] conducted a comparative study between new modification and 
the modified decomposition method by introducing a new modification of the 
adomian decomposition method. Wazwaz, Randolph R. and Jun-Sheng D. in [10] 
used Adomian decomposition method for solving the systems of the Volterra 
integral forms of the Lane-Emden equations. M. Almazmumy, F. A. Hendi, H. O. 
Bakodah, and H. Alzumi in [11] presented some modifications to the Adomian 
decomposition Method in Ordinary Differential Equations to solve problems of 
Initial Value. Lina S. and weiguo W. in [12] used improved Adomian decompo-
sition method is employed to solve analytic approximate solutions of the coupled 
fractional Burgers equations and the single nonlinear fractional reaction-diffusion 
equation with nonlinear terms of any order. 

In this paper, we derive a new formula for solving non-linear ordinary and 
partial differential equations, using bernstein’s polynomial with the adomian 
decomposition formula. In section 2, the basic ideas of Adomian’s polynomial 
and modified Bernstein’s polynomial are described. Section 3, a new formula for 
solving ordinary and partial nonlinear differential equations will be derived 
based on the combination of Bernstein’s polynomial and Adomian decomposi-
tion formulas. The results and comparisons of the numerical solutions are pre-
sented in section 4, and concluding remarks are given in section 5. 

2. Adomian and Bernstein Polynomials 

The non-linear function N(u) can be expressed by means of a power series whose 
radio of convergence is infinite, that is [13] 

( ) ( ) ( )0 0
!

n

n
n uN u N

n
∞

=
=∑ , u < ∞ .                  (1) 
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Assuming the above hypotheses, the series whose terms are the Adomian po-
lynomials { } 0n n

A ∞

=
 results to be a generalization of the Taylor’s series  

( ) ( ) ( ) ( ) ( )0
0 1 00 0, , ,

!n n

n
n

n n

u u
N u A u u u N u

n
∞ ∞

= =

−
= =∑ ∑

.        (2) 

Is worthy to note that (2) is a rearranged expression of the series (1), and note 
that, due to hypothesis, this series is convergent. Consider now, the parametrization 
proposed by G. Adomian in [13] given by  

( ) ( ) ( )0, , n
nnu x t u x t fλ λ∞

=
=∑ ,                    (3) 

where λ  is a parameter in R and f is a complex-valued function such that 
1f < . With this choosing of f and using the hypotheses above stated, the series 

(3) is absolutely convergent. 
Substituting (3) in (2), we obtain  

( ) ( ) ( )
( ) ( )( )

00

1 ,

!

n
j

jjn
n

u x t f
N u N u

nλ

λ∞

∞ =

=
=

∑
∑ .           (4) 

where  

( ) ( )1 , j
jj u x t f λ

=

∞∑ ,                    (5) 

is the absolute convergence. We can rearrange ( )N uλ  in order to obtain the 
series of the form ( )0n

n
nA f λ∞

=∑ . Using (4) we can obtain the coefficients kA  
de ( )kf λ , and finally, we deduce the Adomian’s polynomials. That is,  

( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( )

1 2 3
0 0 1 2 3

2
20 2 3

1 2 3

3
30 2 3

1 2 3

2!

3!

N u N u N u u f u f u f

N u
u f u f u f

N u
u f u f u f

λ λ λ λ

λ λ λ

λ λ λ

= + + + +

+ + + +

+ + + + +





 

      (6) 
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uN u u N u u u N u f

A u u u f

λ λ λ

λ

λ∞

=

 
= + + + 

 
 

+ + + + 
 

=∑





  (7) 

Using Equation (7) making ( )f λ λ=  and taking derivative at both sides of 
the equation, we can make the following identification 

( ) ( )0 0 0A u N u=  

( ) ( )1 0 1 0 1,A u u N u u′=  

( ) ( ) ( )
2
1

2 0 1 2 0 2 0, ,
2!
uA u u u N u u N u′= + ″  

( ) ( ) ( ) ( )
3
1

3 0 1 2 3 0 3 0 1 2 0, , ,
3!
uA u u u u N u u N u u u N u′ ′′ ′′′= + +  
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( ) ( ) ( ) ( ) ( ) ( )
2 4

2 1 2 1
4 0 4 4 0 2 1 3 0 0 0

1, ,
2! 2! 4!

ivu u uA u u u N u u u u N u N u N u ′ ′′ ′′′= + + + + 
 

  

  

Hence we have obtained equation:  

( ) ( )1 00
0

1 d, , ,
! d

n
n

k
n n kn kA u u u N u

n λ
λ

λ =
=

 =
 ∑ .           (8) 

The Bernstein polynomials of degree n in the interval [ ],x a b∈  are defined 
by 

( ) ( ) ( ),   k n k
k n

n
B x x a b x

k
− 

= − − 
 

 for 0,1, ,k n=           (9) 

where 

( )
!

! !
n n
k k n k
 

=  − 
                    (10) 

There are n + 1 nth-degree Bernstein polynomials. For mathematical conven-
ience, we usually set , 0k nB = , if 0k <  or k n> . 

The Bernstein approximation f
nB  to a function [ ]: ,f a b R→  is the poly-

nomial [14]. 

( ) ( ) ( ) ( )0
k kf n

k
n

n

nkB x f a b a x a b x
kn

−

=

  = + − − −  
  

∑        (11) 

If the 2mth order derivative ( )2mf  is bounded in the interval ( ),a b  then for 
each ( ),x a b∈  we have modified Bernstein polynomial [14]. 

( ) ( )
( ) ( ) ( )2 1

,2

1   
!

j
mf

n n jj mj

f x
B x f x T x O

j n n
−

=

 = + +  
 

∑          (12) 

where 

( ) ( ) ( ) ( ),
j k n k

n j k

n
T x k nx x a b x

k
− 

= − − − 
 

∑            (13) 

where ( ),n jT x  is the jth central moment of random variable with a binomial 
distribution with parameters n and x. Clearly, ,0 1nT = , ,1 0nT = . It is well known 
that the sequence ( ){ },n jT x  satisfies the following recurrence 

( ) ( )( ) ( ) ( )( ), 1 , , 1n j n j n jT x x a b x T x njT x+ −′= − − + .          (14) 

3. Modified Bernstein-Adomian Polynomials Method  
(MBAPM) 

In this section, a new formula for solving ordinary and partial nonlinear diffe-
rential equations will be derived based on the combination of Bernstein’s poly-
nomial and Adomian decomposition formulas. 

Consider the nonlinear differential equation 

( )u u uL R N g x+ + =                       (15) 

where L is the highest-order derivative which is assumed to be invertible, R is a 
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linear differential operator of less order than L, N is the nonlinear operator and g 
is the source term. If we apply the operator 1L−  which is the inverse of the L to 
the Equation (15), we get  

( ) ( ) ( )1 1 1
u yu L g L R L N− − −= − −                  (16) 

Let us suppose the solution of the Equation (15): 

( ) ( )0z zu x u x∞

=
=∑                        (17) 

Now we will treat the nonlinear term uN  in Equation (17) using the mod-
ified Bernstein polynomial developed in the period [ ],x a b∈  as: 

( )
( ) ( ) ( ) ( ) ( )

( ) ( ) ( )2 1
,2

0

1 !
! !

!

k n k
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n jj
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n kN x x a b x N a b a
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−

=

=

 = − − + − −  −
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⋅

⋅

⋅ ⋅∑

∑
 (18) 

Applying Taylor’s formula to the term ( )kN a b a
n

 + − 
 

 around the point  

( )kx a b a
n

= + −  we get: 
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       (19) 

By converting Taylor’s boundary into an iterative formula based on the Ado-
mian polynomial, we get: 

0zu zN A∞

=
=∑                        (20) 
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   
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      (21) 

Using the Equations (20)-(21), we get: 

( )( ) ( )1
0 0

1
0z zz z zzu f L R u L A∞ ∞ ∞

= =
− −

=
= − −∑ ∑ ∑           (22) 

where f is calculated from the source term and the given condition(s) which are 
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assumed to be prescribed. We now construct the recursive relation as: 

( ) ( )

( )( ) ( )

0
1 1

1 0

1 1
1 , 0m m m

u f

u L R u L A

u L R u L A k

− −

− −
+

=

= − −

= − − ≥



                (23) 

It can be easily said that the solution is  

( )0limm
m
z zu u→∞ =

= ∑ .                      (24) 

4. Applications 

In this section, we apply our new formula to solve examples of nonlinear ordi-
nary and partial differential equations; we adopt the following four examples. 

Example 1.  
Consider the first order nonlinear ordinary differential equation of the form 

[15]: 

( )2d 1
d
u u x
x
− = ,                        (25) 

subject to the initial condition 

( )0 0u =                            (26) 

Hence, the exact solution of Equation (22) is given by 

( ) ( )tanu x x=  

Now, using Equation (21), we have n = 3, in interval [0, 1], that is a = 0 and b 
= 1. 

0u x=  
3

1 0.3333333333u x=  
5 4

2
3 2

0.2666666666 0.2592592592

0.1152263375 0.01234567901

u x x

x x

= −

+ +
 

7 6 5
3

4 3 2

0.4603174603 0.8251028807 0.4378600824

0.04275262926 0.02788192856 0.003764670022

u x x x

x x x

= − +

− + +
 

3 5 4

2 7 6
0 0.4764415994 0.7045267490 0.3020118885

0.01611034903 0.4603174603 0.8251028807
i

n
iu u x x x x

x x x
=

= = + + −

+ + −

∑  

The absolute and mean square errors are presented in Table 1 and Figure 1. 
Example 2.  
Consider the first order initial value problem with ( )sin u  nonlinearity [16]: 

( )( )d sin 0
d
u u x
x
− = , 0 1x≤ ≤                  (27) 

( ) 00u c= .                        (28) 

The exact solution of this problem can be expressed as  
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Figure 1. Illustrates the absolute error between the numerical 
solution and the exact solution when n = 5. 

 
Table 1. Comparison between MBAPM and the exact solution for example 1 when m = 2. 

x Error n = 3 Error n = 5 

0.1 2.789380e−4 8.618620e−5 

0.2 1.441226e−3 5.219610e−4 

0.3 3.742480e−3 1.522006e−3 

0.4 7.134112e−3 3.245246e−3 

0.5 1.112501e−2 5.757043e−3 

0.6 1.460750e−2 8.928666e−3 

0.7 1.575851e−2 1.222704e−2 

0.8 1.200522e−2 1.438219e−2 

0.9 2.419950e−4 1.332488e−2 

1 2.712634e−2 7.928927e−3 

Mse 1.532554e−4 7.227607e−5 

 

( ) 1 02cot e cot
2

x cu x −   =   
  

 

Now, using Equation (21), we have n = 3, in interval [0, 1] 

0 1u =  

1   0.8414709848u x=−  
11 4 11 3 2

2   2.50000000010 3.33333333310 0.2273243568u x x x− −=− + +  
12 5 11 4

3
3 12 2

5.40302306110 1.87562980410

0.05836258139 4.16959147010

u x x

x x

− −

−

= −

+ −
 

1
0

1 4 3

2 12 5

1 0.8414709848 4.3562980410 0.05836258142

0.2273243568 5.40302306110

n
i iu u x x x

x x

−

−

=
= = − − +

+ +

∑  
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We note from Table 1, Table 2 and Figure 1, Figure 2 that the mean square 
errors are 10−4 and increases when the value n increases until it reaches the exact 
solution when n →∞ . 

Example 3.  
Consider the following hyperbolic nonlinear problem [17]:  

u uu
t x

∂ ∂
=

∂ ∂
 in 0 1x< ≤ , 0 1t≤ ≤                 (29) 

with the initial condition 

( ),0
10
xu x = , 0 1x< ≤  

Equation (29) has the exact solution [17], ( ),
10
xu x t

t
−

=
−

.  

Now, using Equation (21), we have n = 3, [0, 1]  

0 0.1
10
xu x= =  

1 0.01u xt=  
2

2 0.001u xt=  
3

3 0.0001u xt=  

0
2 31 0.01 0.001 0.0001

10
n

iiu u x xt xt xt
=

= = + + +∑  

Example 4.  
Let us consider the Problem 

2
2 1

4
u ux
t x

∂ ∂ = −  ∂ ∂ 
, 0 1x< ≤ , 0 1t≤ ≤               (30) 

with the initial condition 

( ),0 0u x = , 0 1x< ≤                     (31) 

Equation (19) has the exact solution [17]: 

( ) ( )2, tanhu x t x t=  

Now, using Equation (21), we have n = 3, [0, 1] 
2

0u x t=  
2 3

1 0.3333333333u x t= −  
2 5

2 0.1333333333u x t=  
2 7

3 0.05396825396u x t= −  

0
2 2 3 2 5

2 7

0.3333333333 0.1333333333

0.05396825396
i i
nu u x t x t x t

x t
=

= = − +

−

∑  

We note from Table 3, Table 4 and Figure 3, Figure 4 that the mean square 
errors are 10−11 and increases when the value n increases until it reaches the ex-
act solution when n →∞ . 
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Figure 2. Illustrates the absolute error between the numerical 
solution and the exact solution when n = 5. 

 

 
Figure 3. Illustrates the absolute error between the numerical 
solution and the exact solution when n = 3. 

 

 
Figure 4. Illustrates the absolute error between the numerical 
solution and the exact solution when n = 5. 
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Table 2. Comparison between MBAPM and the exact solution for example 2 when m = 2. 

x Error n = 3 Error n = 5 

0.1 6.062700e−6 3.577420e−5 

0.2 9.525260e−5 1.017902e−4 

0.3 4.720114e−4 1.595236e−4 

0.4 1.456355e−3 2.054227e−4 

0.5 3.463354e−3 2.773200e−4 

0.6 6.982400e−3 4.610532e−4 

0.7 1.255787e−2 8.956985e−4 

0.8 2.077210e−2 1.776480e−3 

0.9 3.223112e−2 3.354937e−3 

1 4.755315e−2 5.936313e−3 

Mse 3.952429e−4 5.082233e−6 

 
Table 3. Comparison between MBAPM and the exact solution for example 3 when m = 2. 

t x Error n = 3 Error n = 5 

0.1 0.1 1.000000e−10 0 

0.2 0.2 2.000000e−10 0 

0.3 0.3 3.000000e−10 0 

0.4 0.4 4.000000e−10 0 

0.5 0.5 5.000000e−10 0 

0.6 0.6 6.000000e−10 1.000000e−11 

0.7 0.7 7.000000e−10 1.000000e−11 

0.8 0.8 8.000000e−10 1.000000e−11 

0.9 0.9 9.000000e−10 1.000000e−11 

1 1 1.000000e−9 0 

Mse 3.850000e−19 0 

 
Table 4. Comparison between MBAPM and the exact solution for example 4 when m = 2. 

t x Error n = 3 Error n = 5 

0.1 0.1 2.000000e−13 0 

0.2 0.2 1.000000e−12 0 

0.3 0.3 2.000000e−12 0 

0.4 0.4 0 0 

0.5 0.5 1.000000e−11 0 

0.6 0.6 0 1.000000e−11 

0.7 0.7 0 1.000000e−11 

0.8 0.8 1.000000e−11 0 

0.9 0.9 1.000000e−11 1.000000e−11 

1 1 2.000000e−11 0 

Mse 6.333250e−22 1.740254e−23 
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5. Conclusion 

In this study, a new formula based on modified Bernstein’s polynomial has been 
derived to solve the ordinary and partial nonlinear differential equations by 
adding the Adomian decomposition formula to Bernstein’s terms. The main 
benefit of this method is to convert the solution using Bernstein’s polynomial 
from the method of converting a nonlinear differential equation to a nonlinear 
system of equations whose solution requires the use of other numerical methods 
such as fixed point, Newton-Raphson or other methods to iterative method that 
finds the solution directly as shown in the examples (1 - 4). We use Bernstein 
expansions with Adomian decomposition method of the source term to obtain 
more accurate results. Figures 1-4 enable us to see that the difference between 
the numerical solutions and exact solutions by graphically. Tables are also given 
to show the variation of the absolute errors for larger approximation, namely for 
larger n. Maple 15 is used for calculations and sketching graphs. 
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