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ABSTRACT 
Gradient and divergence are the basis of electromagnetic field theory, and have been a spe-
cial difficulty in mathematical theory. Understanding these concepts requires strong spatial 
and abstract thinking. In this paper, through the graphical and quantitative methods, the 
significance of gradient representation is clearly displayed in the form of graphics. 

 

1. INTRODUCTION 
In the theory of electromagnetic field, in order to simplify the operation, some operator symbols are 

introduced. They have become indispensable tools in the field theory analysis. The Hamiltonian operator 
and Laplacian operator are widely used. Hamiltonian operator, the mathematical symbol is ∇ . In quan-
tum mechanics, the Hamiltonian is observable, which corresponds to the total energy of the system. Cor-
responding to Hamiltonian operator, gradient and divergence in mathematics are abstract concepts: gra-
dient is a vector, which indicates the direction that the directional derivative of a function at one given 
point reaches the maximum value, that is, the function changes fastest along the direction of gradient at 
the given point, and the rate of change is the largest (the modulus of the gradient). Gradient and diver-
gence, as important mathematical tools, have been widely used in various aspects of scientific research, 
such as gene science [1], stochastic models [2], rectangular grids [3], interaction of population by temper-
ature treatment [4], variational Inequalities [5]. This paper proposes a concrete understanding method for 
the concept of gradient. This method not only cultivates learners’ spatial imagination, but also makes the 
abstract concept of gradient no longer difficult to understand. 

2. HOW TO UNDERSTAND THE GRADIENT 
2.1. Directional Derivative and Gradient 

To understand the gradient, what the directional derivative is must be first grasped. The definition of 
directional derivative is given: 
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The above directional derivative refers to the rate of change of the function z = f(x, y) along a straight 
line l . This straight line is actually the projection of the corresponding curve on curved surface z = f(x, y) 
on the xoy plane. The vertical plane that completes the projection is called projection plane. Then, the di-
rectional derivative is actually the rate of change of the spatial curve along its own projection line on the 
xoy plane. Just as dy/dx represents the rate of change of a curve in a 2-D plane along the x-axis at a certain 
point (that is, the slope of the tangent), referring to the explanatory diagram, you can clearly understand 
the meaning of directional derivative. The angle ϕ  is between the straight line l  and the x axis in the 
xoy plane in Figure 1. When does the directional derivative reach its maximum value? 

So, the definition of gradient is given: 
Definition: Let the function z = f(x, y) have a first-order continuous partial derivative in the plane 

area D, then for every point, f f
x y
∂ ∂

+
∂ ∂

i j  vector can be defined, it is called the gradient of function z = f(x, 

y), written as  
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where ( )( ), ,gradf x yθ = e . 

When ( )( )cos , , 1gradf x y =e , f
l

∂
∂

 reaches its maximum. 

Obviously, the maximum value of directional derivative is gradient. 

2.2. Explanation of Gradient 

With the above knowledge, the meaning of gradient can be explained in detail here. Suppose there is a 
conical curved surface in Figure 2. This surface is the function f(x, y). Now intercept the surface with a 
plane, and then get the curve in Figure 3. Then raise the plane, intercept multiple curves, and project them 
on the xoy plane to get Figure 4. 
 

 
Figure 1. Illustration of directional derivative. 
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Figure 2. Cone and section. 

 

 
Figure 3. Cone is intercepted. 

 

 
Figure 4. Contour map. 
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It can be seen that all the curves f(x, y) = c intercepted are contour lines, where the larger the c, the 
higher the height; the higher the intercepting plane, the smaller the intercepted circle. In Figure 4, c1 > c2. 
If c is continuously changing, then the entire surface is projected onto the xoy plane. So, how to explain 
the judgement “gradient is the direction with the fastest height change”? It can be seen from the definition 
of directional derivative that gradient is the value when directional derivative reaches its maximum value, 
that is, when the ratio reaches its maximum value, it is of course the direction with the fastest height 
change. Then why the direction of gradient is the normal direction of one certain point in the contour? 
Note that point P corresponds to one point on the conical surface, the problem is described as follows: 
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Let the expression of a surface be z = f(x, y), then the contour line is 
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the slope at any point on the contour line is: dy/dx, and z = f(x, y) indicates that the slope on the contour 
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direction of gradient is the same as the normal of contour, the vertical relationship is proved. 
Finally, gradient can be understood by spatial imagination: Gradient is to help a person standing on 

the hillside (point P) to find the shortest path to the top of mountain. So, how can relate contour maps to 
this problem? In order to solve this problem, it is necessary to establish a 3-D rectangular coordinate sys-
tem. The xoy plane is the plane at the bottom of the slope, and the Z axis is the straight line perpendicular 
to the xoy plane where point P is located. That is to say, the origin of the coordinate system is the projec-
tion of point P on the xoy plane. When the directional straight line l  (including the projection plane in 
Figure 1) rotates around the origin (Z-axis in Figure 5), a spatial curve must be intercepted on the conic 
surface (hillside), as shown in Figure 5. This curve is the trajectory of the person standing on the hillside  
 

 
Figure 5. Projection plane of cone. 
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moving in any direction. When the direction line turns to be consistent with the normal direction of point 
P in the contour map, the direction line finds the direction of gradient (note that the directional line and 
gradient vector are always in xoy plane at the same time). At this time, the space curve intercepted by the 
projection plane on the hillside must connect the P point where the person stands and the top of the slope. 
If not, it is not the gradient direction, and this curve is the shortest path for the person to reach the top of 
the mountain (not the foot of the mountain, which represents the opposite direction of gradient). It can be 
seen that the gradient is actually the projection of the shortest path to be found on the conic surface on the 
xoy plane. Then, every step the person takes to the top of the mountain along this track is equivalent to 
crossing from one contour line to the adjacent one along the gradient direction in the contour map. In 
short, gradient is a vector whose value is equal to the maximum value of directional derivative, and its di-
rection is the normal direction of the given point in the contour map. 

3. CONCLUSION 
Gradient is a basic concept in mathematics, and it has a wide range of applications in fields such as 

field theory. It is also a difficult point in teaching. On the basis of directional derivative, a cone being in-
tercepted is imagined, and through the scene of a person climbing to the top of a mountain, the concept of 
gradient is clearly explained. The method provided in this article provides an idea for gradient teaching.  
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