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Abstract

The purpose of this study is to investigate whether Uganda’s economic growth determinants can fully be analyzed within the framework of the neoclassical growth theory. The study uses quarterly data for the period 2007-2018. The underlying empirical models are estimated using IV-GMM in the specific-to-general modeling approach. Estimates show that unlike the factor of capital stock per worker, human capital per worker persists to be a significant factor that influences Uganda’s economic growth even when additional variables motivated by the endogenous growth theory are included in the empirical model. The factor of population growth remains theoretically plausible but reduces its strength of influence with the additional explanatory variables. The estimates suggest that the neoclassical growth model has the ability but does not fully explain growth variations in Uganda which manifests the theory’s fractional relevance. Estimates further show that other factors such as low lending interest rates, attraction of FDI and expansion of domestic credit are important enhancers for Uganda’s economic growth. Results do not support the notion of conditional convergence commonly cited in growth literature. Our point of departure from existing literature on Uganda’s growth determinants is the inclusion of productivity factors motivated by the endogenous growth proponents in the empirical model as control variables.
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1. Introduction

Economic growth and its determinants have been at the center of discussion in both theoretical and empirical growth literature. The main disquieting question of crucial interest has been: why are some countries in the world poor and others rich? Economic growth has been cited as the most powerful instrument for reducing poverty and improving the quality of life in developing countries (Phillips & Cutler, 1998). In support of this belief for instance, Islam (2010) notes that if a country attains a sufficiently high rate of growth, it will take care of its poverty challenges automatically. There is also a general belief by macroeconomists that growth in income is a leading macroeconomic objective a given country. As a matter of policy, many developing as well as emerging economies, Uganda not exclusive, are considering economic growth rate together with low inflation as one of the most fundamental policy objectives (PWC, 2017). Given the central role of economic growth therefore, it is important to investigate factors that may stimulate it. Moreover, Nkurunziza & Bates (2004) note that economic growth rates in developing countries are still not high enough to make a real dent in the pervasive poverty and enable these countries to catch up with other developed nations. This study therefore intends to investigate Uganda’s growth determinants for the period 1990-2018.

In the existing empirical growth literature, the growth accounting framework has been dominantly used to understand the sources of economic growth and to answer the question why do some countries continue to grow faster than others? (for example, Solow, 1956; Kormendi & Meguire, 1985; Barro, 1991; Barro & Sala-i-Martin, 2003; McQuinn & Whelan, 2007 among others). Since the introduction of the growth accounting, the neoclassical growth model introduced by Solow (1956) has frequently remained the benchmark framework in studying sources of economic growth of countries (Aghion & Howitt, 1992). The neoclassical growth model it is based on a neoclassical production function which considers factor inputs and technical change (also called the residual) as the only determinants of growth in output. The fundamental result of the neoclassical growth model is that it is not possible to sustain long-term growth without technological progress due to the principle of diminishing marginal productivity. However, since the introduction of the neoclassical growth production function, a wide range of factors have been identified in the empirical growth literature to affect changes in output. In this study, we first test the significance of the neoclassical model in explaining growth variations in Uganda. We then extend on the neoclassical paradigm to include growth factors motivated by the endogenous growth theory which fundamentally comprise of productivity factors and public policies.

Though there is a plethora of authors in growth literature who have studied growth determinants of countries either as specific countries or as a panel of countries, there are limited number of studies that have used a combination of growth theories to study Uganda. In addition, the existing studies on Uganda
have included only a few variables in the growth function, which may under-
mine the integrity of the estimates arising from exclusion effects. We also find
some methodological concerns emanating from the fact that many of the exist-
ing studies on Uganda’s growth determinants, with exception of Obwona (2002),
have not taken into account of endogeneity bias which is inherent in growth
models. While benchmarking the neoclassical growth paradigm, this study at-
ttempts to fill the gaps by incorporating the productivity factors in the empirical
growth model in the attempt to identify growth determinants for Uganda and
employing time series analytical methods that account for endogeneity to esti-
mate the empirical growth model.

1.1. Problem Statement

Despite the existence of substantial literature on sources of economic growth of
countries, there are limited studies on Uganda which have considered multiple
growth theories to build the empirical model by including a variety of growth
determinants. In some studies, authors have adopted the exploratory research
design to study Uganda’s growth determinants. In many of the studies on Uganda,
the inherent challenge of endogeneity bias in growth models is not addressed,
yet, many of these studies have not accounted for the role of productivity factors
on Uganda’s growth process. This study benchmarks the neoclassical growth
model developed by Solow (1956) and builds on it to include the growth factors
from the endogenous growth theory and uses the estimation methods that ac-
count for endogeneity bias in order to further explore the determinants of eco-
nomic for Uganda.

1.2. Purpose of the Study

The study sought to examine the relevance of the neoclassical growth theory in
explaining growth variations in Uganda.

1.3. Objectives of the Study

The study was launched to achieve two key specific objectives, namely:

1) To investigate the effect of physical capital, human capital and population
growth on economic growth in Uganda while controlling for the effects of produc-
tivity variables.

2) To investigate the notion of conditional convergence in Uganda’s growth
function.

1.4. Study Hypotheses

The study tests the individual effect as well as the joint effect of the key growth
factors engrained in the neoclassical growth model. In addition, the study tests
the prediction of conditional convergence by the neoclassical growth theory.
Thus the study tests the following hypotheses:

Hypothesis 1, $H_0$: Physical capital, human capital and population growth have
no effect on economic growth in Uganda individually and jointly.
Hypothesis 2, \( H_{02} \): The neoclassical growth prediction of conditional convergence does not apply to Uganda’s growth function.

1.5. Scope of the Study

The study is conducted focusing on Uganda’s economy covering the period from 2007 to 2018. The choice of the variables in the development of the empirical model is guided by two key growth theories: the exogenous growth theory and the endogenous growth theory. The specification and estimation of the empirical model upholds the underlying assumptions of the chosen growth framework.

1.6. Theoretical Frame Work

This study is guided by two fundamental growth theories: the exogenous and the endogenous growth theories. These growth theories, together with empirical studies, guide in identifying the critical growth factors to include in the various models being estimated.

The exogenous growth theory, which is hinged on the CRS assumption and conditional convergence, predicts that economic growth is a function of factor accumulation such as accumulation of physical capital and Labour and Technological Progress or Total Factor productivity (Solow, 1956). Extending the thoughts of Mankiw, Romer & Weil (1992) identified additional input; human capital as a key predictor of economic growth.

The endogenous growth theory was advanced by Romer (1986, 1990) and Lucas Jr. (1988, 2000). The endogenous growth model developed by Romer (1986) and Lucas Jr. (1988) argue that permanent increase in growth rate depends on the assumption of increasing return to capital. Barro & Lee (1993) support endogenous growth model by Romer (1990) that highlight the role of foreign direct investment in the growth process. The Lucas-Romer growth theory challenged the neoclassical model by emphasizing the role of endogenous factors which focus on the potential factors which can influence economic growth through technology. These factors include extra Investment in human capital stock, R&D, ICT and technological adoption activities) as the main engines of economic growth.

1.7. Conceptual Framework

Given the theoretical framework as well as empirical evidence from previous research studies, the following conceptual framework is developed to further guide this study (Figure 1).

2. Review of Related Literature

2.1. Review of Theoretical Literature

2.1.1. The Concept of Economic Growth

The economic growth of a country, according Sayeh & Orabi (2013) is taken
2.1.2. The Exogenous Growth Theory
The exogenous growth theory, usually referred to as the neoclassical growth theory, is considered to have been founded by Solow (1956). This theory outlines how a steady economic growth rate will be accomplished with the proper amounts of the three driving forces: labor, capital and technology. Solow (1956) showed that the rates of saving and population growth, taken exogenously by assuming a standard neoclassical production function with decreasing returns to capital, determine the steady-state level of income per capita.

2.1.3. Endogenous Growth Theory
The endogenous growth theory emerged due lack of response by the neoclassical theory about the reason for the different rates of economic growth among countries that have the same technological level. This theory was advanced by Romer (1990) and later supported by Stokey (1991), Grossman & Helpman (1991), Grandy (1999), Lucas Jr. (2000), among others. According to Romer (1990), growth depends on investment in research and development. Romer (1990) adds that government action is needed to improve the efficiency of resource allocation.
through investment in human capital and encouraging private investment in high-tech industries. To Grandy (1999), the endogenous growth theory assumes that the continued growth is determined by the production process, not by outside factors, and to Lucas Jr. (2000), growth depends on savings and investment in human capital. While early neoclassical models assumed total factor productivity growth as exogenously given, the newer endogenous growth models attributed this component of growth to the “learning by doing” effect occurring between physical and human capital, which results in increasing returns to scale in production technology (Lucas Jr., 2000). The implication of endogenous growth paradigm is that policies which embrace capital formation, openness, competition, change and innovation will promote growth (Onyango & Were, 2015). The endogenous growth economists believe that improvements in productivity bring about improvements in total production and productivity can be linked to a faster pace of innovation, inventions and extra investment in human capital.

2.2. Review of Empirical Literature

2.2.1. The Role of Exogenous Growth in Explaining Economic Growth

Physical capital accumulation, human capital accumulation and population growth are the key determinants of growth in output advanced by the neoclassical growth theory. A study by Sieng & Yussof (2016) investigated the long term relationship between human capital and economic growth in Malaysia for the period between 1981 and 2010. The authors employed the autoregressive distributed lag (ARDL) model to analysis the relationship under study. Findings of the study indicated existence of a long run relationship between human capital and economic growth. Among all education levels, labour with high educational attainment (secondary and tertiary) contributed positively to economic growth. The study’s key recommendation was further investment in higher education in order to propel Malaysia towards achieving its ambition of being recognized as a high income country.

Arshad & Munir (2015) did a study to analyze relationship between factor accumulation and economic growth in Pakistan for the time period of 1973 to 2014 using ARDL bound testing approach to cointegration. The authors considered human capital as a core factor of production and constructed its series as average year of schooling. Real capital stock was generated on the basis of gross fixed capital formation. Their study found that human capital and real physical capital stock were highly significant and growth friendly, and their key policy recommendation was that developing countries should increase share of education and health in GDP in order to accelerate economic growth.

Using times series data of Pakistan from 1972 to 2011 with traditional inputs of human capital (measured by education enrollment and health measure), physical capital and investment growth rate as independent variables while GDP as the dependent variable, Ali, Chaudhry, & Farooq (2012) analyze the effect of human capital formation on GDP. The authors OLS to estimate the models. The study found that human capital and physical capital have positive influence on
GDP, whereas on the other hand growth rate of investment was not found growth friendly.

Klasen & Lawson (2007) examined the link between population growth and per capita economic growth in Uganda. The authors used both cross-chapter and panel data. The empirical model was estimated in the framework of Harrod-Domar, Solow and Panel models. All the models were estimated by the panel OLS method. Both theoretical considerations and strong empirical evidence suggested that the currently high population growth puts a considerable break on per capita growth prospects in Uganda. Findings further revealed that population growth contributed significantly to low achievement in poverty reduction and was associated with households being persistently poor and moving into poverty.

In a study to explore physical capital and human capital complementarity impact on long-run economic growth in the selected developing countries, Najet & Sunli (1999) employed a time series approach of Vector Autoregression (VAR). The authors took human capital data for Austria, Australia, Canada, France, Germany, Italy, Japan, Norway, Sweden, Switzerland, United Kingdom and the United States human capital data from Barro & Lee (1993) data set. Physical capital stock data was taken from Nehru & Dhareshwar (1993) and GDP data from World Bank (1994) International Statistics. The VAR results confirmed that physical capital and human capital complementarity is a good proxy in explaining GDP growth for selected developed countries.

Mankiw, Romer and Weil in 1992 studied the role of Factor accumulation in the framework of the Augmented Solow Growth model in explaining international variations in income. The authors used time series data for the period 1960-1985. Three samples were considered by the authors: One consisting of 98 countries excluding oil producers, the second one consisted of countries that exclude those whose data received grade “D” from Summers and Heston or whose populations in 1960 were less than one million, and the third sample consisted of 22 OECD countries with populations greater than one million. The empirical models were log transformed and estimated using OLS. Results showed both human capital and physical capital were important in explaining international variation in growth rate in GDP per capita.

Other earlier studies who studied the causal connection between human capital and economic growth included, among others: Barro (1991) who in his study concluded that the growth rate of real per capita GDP is positively related to initial human capital; Levine & Renelt (1992) who find that secondary school enrolment rates are positively correlated with economic growth; Barro & Sala-i-Martin (1995) who found that the average years of schooling of both males and females in secondary and higher education are significantly correlated with GDP per capita growth rates.

### 2.2.2. The Role of Endogenous Growth Theory in Explaining Economic Growth

The endogenous growth theory is based on the premise higher levels of eco-
nomic growth emanate from improvements in productivity through technological progress and improvements in efficiency. Literature documents several factors that increase levels of output through productivity. Some of these determinants include a faster pace of innovation, inventions, extra investment in human capital, macroeconomic environment, openness, financial deepening, demographic characteristics, technological transfer, cost of capital and other factors. Below is a review of selected empirical studies on the relationship between endogenous growth factors and economic growth.

Barro (1995) used data for period 1960 to 1990 from 100 countries to assess the effects of inflation on economic performance. The annual inflation rates were computed from consumer price indices and from the GDP deflator whenever data on consumer price indices were unavailable. The author used instrumental variables estimation to estimate a system of three regression equations. The major finding of the study was that the estimated effects of inflation on growth and investments were significantly negative, with clear evidence that the adverse effects of inflation came from experiences of high inflation. Barro (1995) noted that when inflation is not high, its negative effects on growth are relatively small. For instance, from his findings, an increase in average inflation by 10 percent per year lowers the average growth rate in GDP per capita by 0.2 - 0.3 percent. The negative effect of inflation on economic growth has been reported by other authors. For instance, a study by Andrés & Hernando (1999) on whether inflation harms economic growth with evidence from the OECD concluded that current inflation has never been found to be positively correlated with income per capita over the long run; In the study by Ahmed & Mortaza (2005) to explore the present relationship between inflation and economic growth in the context of Bangladesh using annual data set on real GDP and CPI for the period of 1980 to 2005 with estimations by co-integration and error correction models, the study's results demonstrated that there exists a statistically significant long-run negative relationship between inflation and economic growth. Other authors who have found a negative relationship between inflation and growth include Faria & Carneiro (2001), Harris & Mátyás (2001), Sweidan (2004), Chaturvedi et al. (2009) and Alexander (2010) and others. There are however other authors who have found a positive relationship between inflation and economic growth. For instance, Mallik & Chowdhury (2001) found evidence of a long-run positive relationship between GDP growth rate and inflation for all four countries of Bangladesh, India, Pakistan and Sri Lanka; Pollin & Zhu (2006) in their study using new nonlinear regression estimates of the relationship between inflation and economic growth for 80 countries over the 1961-2000 period for middle-income and low-income countries found that higher inflation is associated with moderate gains in gross domestic product growth up to a roughly 15 - 18 percent inflation threshold. The study by Bruno & Easterly (1998) which examined the relationship between inflation and economic growth for 127 countries between 1960 and 1992 concluded that there was no robust evidence de-
monstrating a trade-off between output growth and inflation. Other studies which have documented a positive relationship between inflation and economic growth include Sattarov (2011), Osuala et al. (2013) and others.

The relationship between trade openness and economic growth is ambiguous from both theoretical and empirical point of view (Silajdzic & Mehic, 2017). On one hand, some studies have found that less openness through trade restrictions can promote growth (e.g. Yanikkaya, 2003; Rodriguez & Rodrik, 2000). On the other hand, some studies have found that countries that are less open with more trade restrictions restrict growth—which means that countries that are more open promote growth. Trade openness facilities a faster movement of capital and technological transfers (Adhikary, 2011). In support of the evidence that trade openness plays an important role in economic growth, Wacziarg & Welch (2008) showed that by the year 2000, 73% of world economies had opened up to international trade compared to 22% in 1960. Sachs & Warner (1997) argued that economies that are more open to trade experience faster income convergence compared to closed economies. Harrison & Hanson (1999) find a significant and negative effect of tariff rates on economic growth. A study by Huchet-Bourdon, Le Mouel, & Vigil (2017) confirm that countries are more open in exporting higher quality products and new varieties grow more rapidly.

Al Mamun (2018) conducted a study to investigate the relationship between domestic credit and economic growth for Bangladesh economy. Sample data was taken for the period 1975-2016. Estimations were done by the method of autoregressive distributed lag (ARDL). The study found that an increase in real domestic credit impacts positively on real GDP and the impact is found to be statistically highly significant. Previous authors such as Schumpeter (1911), Goldsmith (1959), Patrick (1966) and McKinnon (1973) argue that efficient mobilization of financial intermediaries can impact technological innovation and development which ultimately transfer to higher productivity and economic growth. In another related study, King & Levine (1993) found that current and future rates of economic growth are strongly influenced by financial development. A study by Dhungana (2014) found the existence of a long-run association between GDP, broad money (M2) and domestic credit to private sectors in respect to Nepalese economy. Lenka (2015) used Indian time series data covering the period from 1980 to 2011 and applied Autoregressive Distributed Lag (ARDL) bound testing approach to cointegration and Error Correction Model (ECM) for long-run and short-run causality between financial development and economic growth. His study found that the financial development indicator is one of the long-run determinants of economic growth, but economic growth cannot impact financial development. A related study by Adu, Marbuahand Mensah (2013) to investigate the long-run growth effects of financial development in Ghana found that both total domestic credit to GDP ratio and private sector credit to GDP ratio have a significant impact on output growth. Rahman (2004) also found a long run relationship between domestic credit and economic growth.
Contradicting results were reported in a study by Bongini et al. (2017) who focused on the role of financial development in the economic growth of Central, Eastern and South-Eastern European countries in the post-communist era (1995-2014) and found that bank credit does not foster economic growth.

Literature also documents mixed findings on the relationship between lending interest rate and growth in output. For instance, Al Mamun (2018) findings show that real lending rates are negatively related to the real GDP for all sample and sub-sample periods. Using annual data from 2003 to 2012, Mutinda (2014) investigated the effect of lending interest rate on economic growth in Kenya. The study established that there is a negative relationship between interest rate and the economic growth. Akinwale (2018) examined the relationship between bank lending and economic growth in Nigeria between 1980 and 2016 and concluded that a decreased in bank lending rate increased economic growth during the study period. The study by Tridico (2007) found that low bank lending rate stimulate economic growth in Nigeria. Similar studies on Nigeria reported the same findings (e.g. Nicholas, 2010; Obamuyi & Olorunfemi, 2011 and others). Other authors who have established an inverse causal connection between lending interest rates and economic growth include; Giovanni & Shambaugh (2008), Agu (1988), among others.

A number of studies have linked economic growth rates of nations to foreign direct investments (FDI). For developing countries, FDI inflows are often seen as an important catalyst for economic growth. In the traditional framework, FDI is expected to directly affect economic growth since FDI is assumed to complement domestic investments, it supplements for capital and investment shortages, contributes to growth through knowledge spillovers and through technological and innovative efforts. According to Fadhil and Almsafir (2015), FDI inflows together with the human capital development contribute strongly to the host country’s economic growth.

Many empirical studies have therefore reported a positive causal influence of FDI on economic growth. Take for instance a study by Sokang (2018) which investigated the impact of FDI on the economic growth of Cambodia by utilizing the time series data throughout 2006-2016. The study conducted multiple regression analysis to determine the relationship between foreign direct investment and economic growth in Cambodia and found that FDI had a positive impact on the economic growth. Ford, Rork & Elmslie (2008) found that FDI has a greater impact on per capita output growth than domestic investment for Unites states that met a minimum human capital threshold. In a study on China, Zhang (2001) provided an empirical assessment and found that FDI seems to help China’s transition and promote income growth. A study by Hussain & Haque (2016) revealed that there was a positive relationship between foreign direct investments and growth rate of per capita GDP in Bangladesh. Har, Teo, & Yee (2008) conducted a study on the relationship between FDI and economic growth in Malaysia and found that there was a significant relationship between eco-
nomic growth and foreign direct investment inflows in Malaysia. In other studies, the effect of FDI on growth has shown mixed outcomes but the effect remains positive. For instance, Alvarado, Iñiguez, & Ponce (2017) found that FDI had a positive and significant effect on growth in high-income countries, while in upper-middle-income countries the effect is uneven and non-significant.

2.3. A Review of Literature on Uganda’s Growth Determinants

Obwona (2002) did a study to investigate the FDI-growth linkage in Uganda. The author used both primary and secondary data in his study. Specifically, the author used secondary time series annual data for a period 1975-1991 to estimate the empirical model. The primary data collected by use of questionnaires was used to obtain insights regarding the perceptions of investors and how their decisions and decision-making processes were undertaken. To get rid of endogeneity bias likely to be present in the empirical growth function, the author employed a two-stage least squares (2SLS) estimation method to estimate the model. Results indicated that FDI had a positive impact on GDP growth in Uganda.

Deininger & Okidi (2003) used household-level data from Uganda’s 1992 and 1999/2000 National household Surveys respectively to study the determinants of growth and poverty in Uganda for the period 1992-2000. The authors used a tobit model for estimation of the empirical growth model. The key results from the study was that the high elasticity of both income growth and poverty reduction with respect to agricultural output (coffee) prices confirms the benefits from Uganda’s decisive liberalization of output markets.

In a study funded by the World Bank entitled “Gender and Economic growth in Uganda, Unleashing the Power of Women”, Ellis, Manuel & Blackden (2006) conducted an exploratory study on the role of Gender on economic growth in Uganda. The study was carried out at the request of the Minister of Finance, Planning and Economic Development for Uganda at the time, because the government was concerned that the specific challenges facing women had not been fully addressed in existing work on Uganda’s investment climate at the time. The major sources of data and information for the study were mainly through consultation with country office staff, client stakeholders and development partners, field assessments and workshops as well as literature review of the reports from the World Bank’s Doing Business in 2005 (World Bank, 2005a), the World Bank’s Strategic Country Gender Assessment (World Bank, 2005b) of Uganda, and the African Development Bank’s Multi-Sector Country Gender Profile. The findings of the study indicated the considerable potential for economic growth if Uganda was to unleash the power of women and support their full economic participation in the private sector.

Leliveld (2008) launched a study to compare Uganda and Cambodia on sources growth accelerations. The study addressed two questions: 1) what are the main determinants behind the growth accelerations in both countries and 2)
how sustained were and are the growth accelerations. Among other finding was that: a) both Uganda and Cambodia were at the variance to the general pattern of growth acceleration that is associated with post-conflict countries in which immediately after the end of the conflict there will be high growth from a low base carried to a large extent by external support, b) Both countries faced a period of authoritarian rule and civil strife and that gives the second turning point, c) Political stability returned in both countries after authoritarian rulers that allowed a certain amount of democratic control came to power.

Another study by Didas (2017) investigated the factors that affect economic growth of Uganda. The author used time series data beginning from 1994 to 2016. Emphasis was put to examine the relationship between natural resource use, inflation rate, technological growth, Terms of Trade, population growth and economic growth. The study employed a linear regression and used OLS to establish a relationship between the independent variables and the dependent variable. The findings revealed that all the independent factors listed above did not have any significant relationship with GDP. But it was also found out that population rate had the highest positive correlation relationship with GDP.

More recently, Kenganzi (2018) investigated factors influencing Uganda’s economic growth measured by real Gross Domestic Product. The author estimated a linear regression linking Real GDP to independent variables which included FDI, FDI volatility, government expenditure, Money supply and trade openness. Data was quarterly spanning from 1985-1993. The empirical model was estimated by ARDL modeling procedure. Results showed that Trade openness and money supply had a positive and significant effect on economic growth whereas foreign direct investment inflows, foreign direct investment volatility and government expenditure had a negative effect.

From the empirical literature reviewed there is evidence that a limited number of studies have been done to examine Uganda’s sources of economic growth, and the few that exist have focused on investigating Uganda’s growth drivers for purposes of deriving policy directions. In this study, we extend the research purpose by not only focusing on policy implications but also testing theoretical economic theory. There is also a concern that many of the authors who have studied sources of Uganda’s growth determinants save Obwona (2002) have not taken into account the issue of endogeneity bias inherent in growth model. This study attempts to bridge the gaps in literature by benchmarking the neoclassical growth theory in investigating Uganda’s growth determinants and using a blend of growth theories in order to more understand the growth determinants for Uganda.

3. Methodology
3.1. Research Design
The study adopts a causal relationship research design. Time series econometric
techniques are employed to study the underlying relationship between the variables under study.

3.2. Data and Data Sources

The study compiled time series (annual data) secondary data from the Uganda Bureau of Statistics (UBOS), Bank of Uganda (BoU) and the World Bank Development Indicators (WBDI). In the analysis, the study used Eviews software to convert the “low frequency” time series data to “high frequency” quarterly data by the method of quadratic-match average. This conversion was done to guarantee limited loss of degrees of freedom in the regression analysis, and to obtain a clearer picture of data behavior in the trend analysis.

3.3. Model Specification and Variable Measurement

The empirical model is specified at two levels: 1) First, the model is specified in the framework of the neoclassical model of Solow (1956) and its extension by Mankiw, Romer & Weil (1992) in which the traditional production inputs of physical capital, labour and human capital as well as the population growth variable are the key independent variables of the model, 2) The specification in 1) is extended to capture the growth variables suggested by the endogenous growth theory. Endogenous growth theory identifies factors on which the Solow residual (Total Factor Productivity) may depend (Rao, 2006). These are fundamentally the productivity factors.

We augment the Cobb-Douglas production function with constant returns to capital and labour but with exogenous technology:

$$ Y_t = Af(K_t, L_t, H_t) $$

where, $Y$ is output, $A$ is the exogenous technology coefficient, $K$ is the physical capital input, $L$ is the labour input and $H$ is human capital input.

In non-linear form, Equation (1) can be re-written as:

$$ Y_t = AK_t^\alpha L_t^\beta H_t^{(1-\alpha-\beta)} $$

Following Solow (1956) and Mankiw, Romer & Weil (1992), we introduce the population growth rate ($n$) in the output function, which is adjusted for exogenous rate of technological progress ($g$) and depreciation of physical capital ($\delta$). While transforming the input variables in per worker terms, we adopt the variable notation used in the empirical analysis and modify Equation (2) as:

$$ gdppw_t = A(gkfpw)^\alpha (hcappw)^\beta (n + g + \delta)^\theta e^\epsilon $$

where: $gdppw$ is GDP per worker, $gkfpw$ is gross capital formation per worker, $hcappw$ is human capital per worker, $e$ is the Euler’s number, $\alpha, \beta, \theta$ are constants and $\epsilon$ is the residual.

With reference to Equation (3), we take a log transformation of Equation (3) and specify a linear dynamic growth model for Uganda within the neoclassical growth framework as:
\[
\log(gdppw)_t = A_0 + \alpha_1 \log(gdppw)_{t-1} + \cdots + \alpha_k \log(gdppw)_{t-k} \\
+ \beta_1 \log(gcfpw) + \beta_2 (hcappw) + \beta_3 (n + g + \delta) + \varepsilon
\]  \tag{4}

where; \( \log(gdppw)_t \) is the logarithm of GDP per worker at time, \( t \); \( \log(gdppw)_{t-1} \) are the lags of the logarithm of GDP per worker; \( \log(gcfpw) \) is the logarithm of gross fixed capital formation per worker at time, \( t \) which is used as a proxy for investment in physical capital; \( \log(humcappw) \) is the logarithm of human capital per worker at time, \( t \) which is measured by total investment expenditure on education per capita, \( \log(n + g + \delta) \) is the logarithm of population growth which is adjusted for exogenous technological progress and exogenous rate of depreciation of capital, and according to Mankiw, Romer & Weil (1992) and Ding and Night (2008), \( (g + \delta) = 0.05 \).

As previously said, the model in (4) is specified in the framework of the neoclassical growth theory as advanced by Solow (1956) and extended by Mankiw, Romer, & Weil (1992). Some scholars in growth literature have however criticized this growth model building (e.g. Jones, 1995; Romer, 1986; Lucas Jr., 1988; among others) on the grounds of its rigid assumption of CRS and the notion of conditional convergence. We then attempt to make adjustments in model specification to incorporate advancements of the endogenous growth theory. Proponents of the endogenous growth theory argue that this growth theory is superior because of its underlying optimization characteristics based on the microeconomic foundations (Rao, 2006). Endogenous growth paradigm advances the role of productivity factors in the growth process which are captured by parameter, \( A \) in Equations (1) and (2).

Recalling Equation (3), and building on fundamentals of endogenous growth theory in combination with empirical studies, the parameter, \( A \) is a function of such variables as Inflation, domestic credit to the private sector, Openness, financial deepening, lending interest rates, FDI and other productivity variables.

We then modify Equation (4) to incorporate the endogenous growth variables and write a linear dynamic growth model for empirical analysis as follows:

\[
\log(gdppw)_t = \alpha \log(gdppw)_{t-1} + \cdots + \alpha_k \log(gdppw)_{t-k} + \beta_1 \log(gcfpw)_t \\
+ \beta_2 \log(humcappw)_t + \beta_3 \log(n + g + \delta)_t + \beta_4 (inf)_t \\
+ \beta_5 (domcred)_t + \beta_6 (open)_t + \beta_7 (findeep)_t \\
+ \beta_8 (lr)_t + \beta_9 \log(fdi)_t + \varepsilon
\]  \tag{5}

where; \( Inf \) is the annual headline inflation rate, \( domcred \) is domestic credit to the private sector, \( open \) is openness which is measured by sum of exports to imports divided by GDP, \( findeep \) is financial deepening measured by broad money divided by GDP, \( lr \) is the lending interest rate, \( fdi \) is foreign direct investment and \( \varepsilon \) is the error term.

### 3.4. Data Analytical Procedures

We pay attention to modeling challenges associated with time series data commonly encountered empirical analysis for instance, non-stationarity of variables,
multicollinearity, feedback effects, non-normality of the dependent variable and auto-correlation. Some of the modelling challenges are related to data behavior and others are post-estimation technicalities. To ensure that the data meets the assumptions of the method chosen to estimate the model and that model estimates are plausible, we conduct relevant pre-estimation diagnostics and post-estimation diagnostic tests.

3.4.1. Multicollinearity Test
Multicollinearity is the existence of linear relationships between the independent variables. Multicollinearity becomes a problem in modeling multivariate regressions when the correlation coefficient between the independent variables exceeds ±0.8, and the particular independent variable causing the problem would have a variance inflation factor (VIF) of 10 and above. To check for multicollinearity, we generated a correlation matrix of the independent variables and computed Variance Inflation Factors (VIFs) of the independent variables after the IV-GMM estimation.

3.4.2. Unit Root Tests
Unit root tests examine the stationarity of data before the relationship between explanatory and the explained variables is estimated. This is an important step to carry out in time series regressions to avoid cases of spurious regressions in case non-stationary variables are regressed on other non-stationary variables with no cointegrating relationships between the variables being studied. Non-stationarity of variables implies that the means and variances of the variables always change with time. The Augmented-Dickey-Fuller (ADF) test procedure is employed to test for unit roots.

The ADF test procedure requires estimating an equation of the form:

$$\Delta Y_t = \beta_0 + \beta_1 Y_{t-1} + \beta_2 t + \sum_{i=1}^{p} \alpha_i \Delta Y_{t-i} + \epsilon_t$$

and the hypothesis: $H_0: \beta_1 = 0$ is tested against $H_1: \beta_1 > 0$.

where, $Y_t$ is a vector for all-time series variables under consideration in the model; $t$ is a time trend variable; $\Delta$ denotes the first difference operator; $\epsilon_t$ is the error term; $p$ is the optimal lag length of each variable chosen such that first-differenced terms make $\epsilon_t$ white noise.

The ADF test is principally concerned with the estimate of $\beta_1$, that is, the study tests the hypothesis that $\beta_1 = 0$. The rejection of the null hypothesis in favor of the alternative hypothesis implies that $Y_t$ is stationary and integrated of order zero, I(0). Whenever the null hypothesis is rejected, the first difference is also tested for stationarity and if it stationary, the variable is integrated of order one, that is, I(1) (Johansen, 1988; Maddala, 1977; Adenutsi & Yartey, 2007).

3.4.3. Cointegration Test
After checking the stationarity of all the variables in the empirical model, we proceeded with a cointegration test among the series in the model. Having established that the model variables have mixed orders of integration, we use the
Pesaran, Shin, & Smith (2001) ARDL bounds cointegration test that allows variables with a mix of I(0) and I(1) orders of integration. The purpose of the Pesaran et al. (2001) cointegration test is to determine whether a group of stationary series as well as a group of non-stationary series in the empirical model are cointegrated or not.

3.4.4. Normality Test
The study uses the skewness and kurtosis test for normality on the dependent variable. This is because regression analysis involving least squares estimation is based on the normality assumption of the dependent variable, which portrays the same distribution as the residuals from the regression. The skewness and kurtosis test for normality tests the null and alternative that data on the dependent variable follows a normal distribution against the alternative hypothesis that data on the dependent variable does not follow a normal distribution. The null hypothesis is rejected if the probability of skewness, the probability of kurtosis and the chi-square probability are less than 0.05.

3.4.5. Test for Endogeneity of the Independent Variables
The study uses the Sargan test (Sargan, 1958) to check if there are any independent variables in the empirical model that are endogenously determined. The Sargan test uses the Sargan C-statistic. The Sargan C-statistic in this case tests the null hypothesis that the associated independent variable is exogenous. The null hypothesis is rejected if the reported p-value corresponding to the Sargan C-statistic is statistically significant at 5 percent level of significance.

3.4.6. Test for Validity of Instruments in the IV-GMM Regression
To avoid the possibility of over identifying restrictions that may cause instrument proliferation, the study implements the Hansen test (Hansen, 1982) which reports the Hansen J Chi-square statistic and its associated probability value. This procedure tests the null hypothesis that there are no over identifying restrictions and hence the instruments used in estimation are valid and appropriate. The null hypothesis is rejected if the associated reported p-value is less than significance level, which is 0.05.

3.4.7. Control of Serial Correlation
Having time series data being utilized in the empirical modeling, the study controls for serial correlation in the residuals by estimating the empirical models by including the option “vce robust” in the STATA command when estimating the empirical model. With this option in the IV-GMM estimation, the standard errors reported are robust to serial correlation.

4. Results
4.1. Descriptive Statistics on the Variable under Study
The study summarizes the descriptive statistics of the variable under study, that is, growth rate in GDP. The descriptive statistics are presented both in table...
form and graphical form. **Table 1** gives the mean, the minimum, the maximum, the standard deviation, coefficient of skewness, coefficient of kurtosis and probability of the Jarque-Bera statistic on the growth rate in GDP, which is the variable under study. **Figure 2** displays the trends in Uganda’s growth rate in GDP over the study period.

The descriptive statistics in **Table 1** shows that over the study period, Uganda registered an average annual growth rate of 5.95 percent. The minimum growth rate in GDP was 2.91 (this was recorded in 2012q4) and the maximum rate of growth in GDP was 9.8 percent (this was recorded in 2011q2).

**The normality assumption on the dependent variable**: The Jarque-Bera probability tests the normality of the variable under study (i.e. growth rate in GDP). The Jarque-Bera test matches the skewness and kurtosis of data to see if it matches a normal distribution. In this study, the null hypothesis is that the sample data on growth rate in GDP is normally distributed against the alternate hypothesis is that it not normally distributed. The Jarque-Bera probability value of 0.1449 shown in **Table 1** which exceeds 0.05 implies that the null hypothesis is not rejected. This suggests that the sample data on growth rate in GDP used for empirical analysis is normally distributed.

**Table 1.** Descriptive statistics of the growth rate in GDP for Uganda (2007q1-2008q4).

<table>
<thead>
<tr>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Std. Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Jarque-Bera probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.95</td>
<td>2.91</td>
<td>9.80</td>
<td>1.98</td>
<td>0.4671</td>
<td>1.9710</td>
<td>0.1449</td>
</tr>
</tbody>
</table>

Source: Generated by the author from raw data.

**Figure 2.** Trends in the growth rate in GDP for Uganda (2007q1-2018q4). Source: Generated by the authors from raw data using STATA.
Figure 2 shows that Uganda has recorded remarkable variations in quarterly growth rate in GDP over the study period. The trend shows that the quarterly growth rate in GDP started rising from 2007q1 up to 2008q1. It then started declining from 2008q2 up to 2010q1. A recovery was then registered from 2010q2 which peaked in 2011q2. Again there was some recession from 2011q2 which peaked in 2012q4. Some moderate recovery was registered from 2013q1 to around 2015q3. The economy again slowed down from 2015q4 to 2017q3, and then rebounded from 2017q4 to around 2018q4.

4.2. Stationarity Tests on All Model Variables

The study employs the Augmented-Dickey-Fuller (ADF) test to test the stationarity of the variables. Lag lengths in the stationarity tests is chosen automatically by the Akaike Information Criteria (AIC).

The unit root test results summarized in Table 2 indicate that the logarithm of human capital per worker and inflation variables are stationary in levels, that is, they are I(0). On the other hand, the unit root test results in Table 2 indicate that logarithm of GDP per worker, logarithm of gross fixed capital formation per worker, population growth, domestic credit, openness, financial deepening, lending interest rate and logarithm of FDI are non-stationary in levels but become stationary in first difference, that is, they are I(1). The unit root test results thus indicated a mix of I(0) and I(1) variables in the growth model under study.

Table 2. Unit root tests on all the model variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF Z-stat. in level</th>
<th>MacKinnon approximate p-value for Z(t)</th>
<th>ADF Z-stat. in first diff.</th>
<th>MacKinnon approximate p-value for Z(t)</th>
<th>Order of Integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>logarithm of GDP per worker</td>
<td>−1.565</td>
<td>0.5014</td>
<td>−3.427**</td>
<td>0.0101</td>
<td>I(1)</td>
</tr>
<tr>
<td>logarithm of gross fixed capital</td>
<td>−2.657*</td>
<td>0.0817</td>
<td>−5.790***</td>
<td>0.0000</td>
<td>I(1)</td>
</tr>
<tr>
<td>formation per worker</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>logarithm of human capital per worker</td>
<td>−3.743***</td>
<td>0.0035</td>
<td>−</td>
<td>−</td>
<td>I(0)</td>
</tr>
<tr>
<td>population growth</td>
<td>−2.976</td>
<td>0.1388</td>
<td>−4.071</td>
<td>0.0011</td>
<td>I(1)</td>
</tr>
<tr>
<td>inflation</td>
<td>−3.127**</td>
<td>0.0246</td>
<td>−</td>
<td>−</td>
<td>I(0)</td>
</tr>
<tr>
<td>domestic credit</td>
<td>−2.377</td>
<td>0.1483</td>
<td>−3.692***</td>
<td>0.0042</td>
<td>I(1)</td>
</tr>
<tr>
<td>openness</td>
<td>−1.329</td>
<td>0.6158</td>
<td>−3.923***</td>
<td>0.0019</td>
<td>I(1)</td>
</tr>
<tr>
<td>financial deepening</td>
<td>0.673</td>
<td>0.9893</td>
<td>−4.771***</td>
<td>0.0001</td>
<td>I(1)</td>
</tr>
<tr>
<td>lending interest rate</td>
<td>−2.717*</td>
<td>0.0712</td>
<td>−3.635***</td>
<td>0.0051</td>
<td>I(1)</td>
</tr>
<tr>
<td>logarithm of foreign direct</td>
<td>−2.411</td>
<td>0.1386</td>
<td>−3.158**</td>
<td>0.0225</td>
<td>I(1)</td>
</tr>
<tr>
<td>investment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Compiled by the authors. *, **, ***indicate significance at 10, 5 and 1 percent levels respectively.
4.3. Multicollinearity Test: Pairwise Correlations between All the Independent Variables and VIF of the Independent Variables

Having multiple independent variables in our empirical growth model, it is prudent to check for the degree of linear correlation between the independent variables in the model. It is common knowledge that high linear relationships between the independent variables (correlations in excess of ±0.8) would cause a problem of multicollinearity in the regression model. To check for the possibility of multicollinearity, we generate a correlation matrix of the independent variables to find out if there are regressors with high linear correlations. The correlation matrix is proceeded by the variance inflation factor (VIF) table which helps to identify which particular independent variables would be causing the multicollinearity problem. Table 3 shows the correlation matrix of all the independent variables and Table 4 shows the VIFs the independent variables.

The correlation matrix in Table 3 shows that all the pairwise correlation coefficients between the independent variables in the extended model are not in excess 0.8 in absolute value except the correlation coefficient between financial deepening and population growth (r = 0.930573; p = 0.000). Additionally, these variables (financial deepening and population growth) have high VIFs of 24.16

**Table 3.** Correlation matrix of all the independent variables.

<table>
<thead>
<tr>
<th></th>
<th>loggcfpw</th>
<th>loghcappw</th>
<th>popg</th>
<th>inf</th>
<th>open</th>
<th>domcred</th>
<th>findeep</th>
<th>lr</th>
<th>logfdi</th>
</tr>
</thead>
<tbody>
<tr>
<td>loggcfpw</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.314**</td>
<td>0.197</td>
<td>0.179</td>
<td>−0.126</td>
<td>−0.603***</td>
<td>0.579***</td>
<td>0.380***</td>
<td>0.375***</td>
</tr>
<tr>
<td>loghcappw</td>
<td></td>
<td>1</td>
<td>0.030</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>popg</td>
<td></td>
<td>0.030</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inf</td>
<td></td>
<td>−0.010</td>
<td>−0.258*</td>
<td>0.179</td>
<td>0.077</td>
<td>−0.452689***</td>
<td>0.395</td>
<td>0.499</td>
<td>0.0012</td>
</tr>
<tr>
<td>open</td>
<td></td>
<td>0.0011</td>
<td>−0.625983***</td>
<td>0.496974***</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>domcred</td>
<td></td>
<td>0.000</td>
<td></td>
<td>0.000</td>
<td>0.3289</td>
<td>0.003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>findeep</td>
<td></td>
<td>0.644942***</td>
<td></td>
<td>−0.143974</td>
<td>−0.385475***</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lr</td>
<td></td>
<td>0.014</td>
<td></td>
<td>0.0115</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>lr</td>
<td></td>
<td>0.524***</td>
<td>0.352*</td>
<td>0.930573***</td>
<td>−0.361656*</td>
<td>−0.641363***</td>
<td>0.77281***</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>logfdi</td>
<td></td>
<td>0.008</td>
<td></td>
<td>0.014</td>
<td>0.0000</td>
<td>0.0156</td>
<td>0.0000</td>
<td>0.3902</td>
<td>0.1624</td>
</tr>
</tbody>
</table>

Source: Compiled by authors. *, **, *** indicates significance at 10, 5 and 1 percent levels respectively.
Table 4. VIFs of the independent variables in the extended model.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>VIF</th>
<th>1/VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>financial deepening</td>
<td>24.16</td>
<td>0.0414</td>
</tr>
<tr>
<td>population growth</td>
<td>10.01</td>
<td>0.0999</td>
</tr>
<tr>
<td>logarithm of gross fixed capital formation per worker</td>
<td>9.94</td>
<td>0.1006</td>
</tr>
<tr>
<td>openness</td>
<td>9.13</td>
<td>0.1095</td>
</tr>
<tr>
<td>domestic credit</td>
<td>8.19</td>
<td>0.1220</td>
</tr>
<tr>
<td>logarithm of human capital per worker</td>
<td>2.57</td>
<td>0.3890</td>
</tr>
<tr>
<td>Logarithm of FDI</td>
<td>2.45</td>
<td>0.4077</td>
</tr>
<tr>
<td>Lending interest rate</td>
<td>2.07</td>
<td>0.4839</td>
</tr>
<tr>
<td>inflation</td>
<td>1.93</td>
<td>0.5194</td>
</tr>
<tr>
<td>mean VIF</td>
<td>7.8</td>
<td></td>
</tr>
</tbody>
</table>

Source: Generated by the author after IV-GMM regression.

and 10.01 respectively as show in Table 4. This suggests that the inclusion of both financial deepening and population growth in the same regression model may create a multicollinearity problem within the regression model. Between the two variables, we dropped financial deepening which had a much higher VIF from the empirical model. Moreover, the same variable (i.e. financial deepening) was also strongly correlated with another independent variable, that is, domestic credit (r = 0.777281; p = 0.000).

4.4. The Cointegration Test in the Model Specified in the Neoclassical Growth Framework

We first test for cointegration in the specific model with variables that depicts neoclassical growth specification. Table 5 shows the PSS bounds testing for cointegration results from the Pesaran et al. (2001) bounds testing approach to cointegration.

The PSS bounds test results in Table 5 indicate that the null hypothesis is rejected for I (0) variables since the p-values of F and t statistics are not simultaneously greater than 5% significance level. On the other hand, the PSS bounds test results in Table 5 indicate that the null hypothesis is not rejected for I (1) variables since the p-values of F and t statistics are simultaneously greater than 5% significance level. The Pesaran et al. (2001) bounds test results suggest that there are cointegrating relations in the empirical model for the I (0) variables.

4.5. The Cointegration Test in the Extended Model

We also conduct acointegration in the extended model in which additional variables from the endogenous growth theory are incorporated in the empirical model. Table 6 shows the PSS bounds testing for cointegration results for the extended model.

The PSS cointegration test results in the extended model summarized in Table 6 mirror the PSS cointegration test results in Table 5 in the sense that similar to
Table 5. PSS bounds testing for cointegration results in the specific model.

<table>
<thead>
<tr>
<th>Estimated F and t statistics</th>
<th>Kripfganz &amp; Schneider (2018) critical values at 5% level for I (0) Variables</th>
<th>Kripfganz &amp; Schneider (2018) critical values at 5% level for I (1) Variables</th>
<th>Approximate p-value for I (0) Variables</th>
<th>Approximate p-value for I (1) Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>F = 3.479</td>
<td>3.428</td>
<td>4.821</td>
<td>0.047</td>
<td>0.164</td>
</tr>
<tr>
<td>t = −2.996</td>
<td>−2.861</td>
<td>−3.797</td>
<td>0.037</td>
<td>0.186</td>
</tr>
</tbody>
</table>

Source: Author’s compilation from STATA output. Notes: 1-Do not reject Ho if both F and t statistics are closer to zero than critical values for I (0) variables [i.e. do not reject Ho if p-values corresponding to F and t exceed the desired level for I (0) variables]. 2-reject Ho if both F and t are more extreme than critical values for I (1) variables [i.e. reject Ho if p-values are less than the desired level for I (1) variables].

Table 6. PSS bounds testing for cointegration results in the extended model.

<table>
<thead>
<tr>
<th>Estimated F and t statistics</th>
<th>Kripfganz &amp; Schneider (2018) critical values at 5% level for I (0) Variables</th>
<th>Kripfganz &amp; Schneider (2018) critical values at 5% level for I (1) Variables</th>
<th>Approximate p-value for I (0) Variables</th>
<th>Approximate p-value for I (1) Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>F = 23.639</td>
<td>2.533</td>
<td>4.106</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>t = −1.988</td>
<td>−2.814</td>
<td>−4.661</td>
<td>0.210</td>
<td>0.741</td>
</tr>
</tbody>
</table>

Source: Author’s compilation from STATA output. Notes: 1-Do not reject Ho if both F and t statistics are closer to zero than critical values for I (0) variables. [i.e. do not reject Ho if p-values corresponding to F and t exceed the desired level for I (0) variables]. 2-reject Ho if both F and t are more extreme than critical values for I (1) variables. [i.e. reject Ho if p-values are less than the desired level for I (1) variables].

the results in the specific model, the PSS bounds test results in Table 6 also indicate that the null hypothesis is rejected for I (0) variables since the p-values of F and t statistics are not simultaneously greater than 5% significance level, and the null hypothesis not rejected for I (1) variables since the p-values of F and t statistics are simultaneously greater than 5% significance level. The Pesaran et al. (2001) bounds test result suggest that there are cointegrating relations in the extended model for the I (0) variables.

Overall, the cointegration test results indicate that there is evidence of levels relationship in both the specific model and the extended model. The study proceeds by estimating the empirical models with un-differenced variables by the method of Instrumental Variables regression using generalize method of moments (IV-GMM). This estimation method controls for endogeneity bias, allows control of time effects, has options to control for serial correlation and heteroskedasticity of unknown form and its post estimation allows the tests for endogeneity and the over identifying restrictions.
4.6. Results of the Regression Model Estimated in the Neoclassical Growth Framework

Because the logarithm of the gross fixed capital formation is endogenously determined in the empirical model and because of the presence of cointegration, the study estimates the model with un-differenced variables using the generalized method of moments (GMM) in such a way to obtain long run GMM estimates. The IV-GMM method controls for the endogeneity bias and has the ability to control for time effects. Table 7 shows the IV-GMM estimates of the empirical model which is specified in the framework of neoclassical model.

Estimates in Table 7 indicate that that the estimated coefficient on the lagged dependent variable is positive and statistically insignificant at 5 percent level of significance. This particular result suggests two things: 1) growth in GDP per worker in the current period is significantly affected by growth rate in GDP per worker in the previous period, which indicates that growth tends to be persistent. This kind persistence in growth was initially supported by Harrod (1939) and Domar (1946) who asserted that part of income in the current period in saved and the savings are used for further investment, and as a result output increases in the next period, 2) The positive coefficient on the lagged dependent variable which is statistically significant suggests that Uganda’s income per capita diverges in the long run instead of converging. This result differs from the original finding of Solow (1956), Mankiw et al. (1992), Islam (1995) and others who

Table 7. The IV-GMM estimates of the growth function specified in the neoclassical growth framework.

<table>
<thead>
<tr>
<th>Dependent variable: Log of GDP per capita</th>
<th>Coef.</th>
<th>Robust Std. Error</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>log of GDP per capita(t-1)</td>
<td>0.6326***</td>
<td>0.0039448</td>
<td>0.000</td>
</tr>
<tr>
<td>log of gross fixed capital formation per capita</td>
<td>0.0124*</td>
<td>0.006495</td>
<td>0.055</td>
</tr>
<tr>
<td>log of human capital per capita</td>
<td>0.0274***</td>
<td>0.003163</td>
<td>0.000</td>
</tr>
<tr>
<td>population growth</td>
<td>−0.0636***</td>
<td>0.011003</td>
<td>0.000</td>
</tr>
<tr>
<td>Constant</td>
<td>1.6024***</td>
<td>0.180074</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Other estimates and robustness test results

<table>
<thead>
<tr>
<th></th>
<th>Coef.</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implied lambda (J)</td>
<td>0.034</td>
<td>-</td>
</tr>
<tr>
<td>Sargan C-statistic</td>
<td>3.224**</td>
<td>0.045</td>
</tr>
<tr>
<td>Hansen J Chi-sq. test</td>
<td>39.301</td>
<td>0.546</td>
</tr>
<tr>
<td>Pr (Skewness)</td>
<td>0.065</td>
<td>-</td>
</tr>
<tr>
<td>Pr (Kurtosis)</td>
<td>0.071</td>
<td>-</td>
</tr>
<tr>
<td>Joint Pr &gt; chi2</td>
<td>0.084</td>
<td>-</td>
</tr>
</tbody>
</table>

Source: Author’s compilation from stata output. *, **, *** indicate significance at 10%, 5% and 1% levels respectively.
found evidence of countries’ convergence to their respective long run rate of economic growth. However, the results are consistent with the findings of some related studies who have reported evidence of income divergence, for example Romer (1986), Ades & Glaeser (1999), among others.

Estimates in Table 7 indicate the estimated coefficient on logarithm of gross fixed capital formation per capita is positive and statistically insignificant at 5 percent level of significance. This result suggests that variations in gross fixed capital formation per worker do not have a causal effect on growth rate in GDP per capita in Uganda. This result deviates slightly from the findings of Arshad & Munir (2015) whose study revealed that real physical capital stock (measured by gross fixed capital formation) was highly significant and growth friendly. However, at 10 percent level of significance, the result more less agrees with the findings of Najet & Sunli (1999) and Ali, Chaudhry, & Farooq (2012) who found that physical capital had positive influence on GDP.

The estimates in Table 7 indicate that the coefficient on log of human capital per worker is positive and statistically significant at 5 percent level of significance. This result suggests that human capital per worker is an important predictor of Uganda’s GDP per worker. The results of this study on how human capital influences growth in GDP tally well with the findings of a plethora of other authors for instance Sieng & Yussof (2016), Arshad & Munir (2015), Ali, Chaudhry, & Farooq (2012), Najet & Sunli (1999), Barro & Sala-i-Martin (1995), Mankiw et al. (1992) among others. Human capital development contributes positively to economic growth because educated labor force adapts quickly to technological changes and is associated with less costs of on-job training and complements efficiently with other factors of production.

Estimates in Table 7 further show that the estimated coefficient on population growth is negative and statistically significant at 1 percent level of significance. This result suggests that growth in population constraints growth in Uganda’s GDP per capita, which is consistent with predictions of Solow (1956). High population growth rate is negatively correlated with long run economic growth, especially when additional population adds on dependency burden. This is mostly true in many developing countries like Uganda, where the population pyramid depicts an inverted V and where the majority of the population has not attained working age status. Moreover, such countries mostly face high fertility rates, unemployment rates, infrastructural deficiencies and poor health care.

Table 7 further shows a summary of other estimates and robustness test results. We explain these as follows:

**Implied lambda (λ):** This is a measure of speed of convergence/divergence to the steady state growth rate in the estimated neoclassical growth model. Mankiw, Romer & Weil (1992) showed that the rate of convergence is given by: \[ \lambda = (n + g + \delta)(1 - \alpha - \beta). \] If the estimated coefficient on the initial income (the lagged dependent variable) is negative and statistically significant, then λ will indicate convergence. If the coefficient is positive and statistically significant, then
\( \lambda \) will indicate divergence. The estimates in Table 6 indicate that the estimated coefficient on the initial income is positive and statistically significant at one percent level of significance and the estimated \( \lambda = 0.034 \). This suggests that Uganda’s income diverges at the rate of approximately 3.4 percent per quarter in the long run.

1) The Sargan C-statistic. The Sargan C-statistic tests for endogeneity of the regressors. In the GMM regression the log gross fixed capita formation was taken as an endogenous regressor. The Sargan C-statistic in this case tests the null hypothesis that log gross fixed capita formation is exogenous. The reported p-value corresponding to the Sargan C-statistic is statistically significant at 5 percent level of significance. The statistic therefore rejects the null hypothesis. This suggests that log gross fixed capita formation is an endogenous regressor in the growth function estimated in the neoclassical growth framework.

2) The Hansen J Chi-square statistic: This is a test for presence of over identifying restrictions in the GMM estimation. The null hypothesis is that there are no over identifying restrictions. Estimates in Table 6 show that the p-value associated with the Hansen J-statistic (\( p = 0.5463 \)) is greater than 0.05. This means that the null hypothesis is not rejected, suggesting that the instruments used are valid and appropriate.

3) Test on the normality of the residuals: Estimates summarized in Table 6 indicate a skewness probability of 0.065, a kurtosis probability of 0.712 and a joint chi-square probability of 0.084. The reported probabilities exceed 0.05, suggesting that the null hypothesis that the residuals from the regression are normally distributed is not rejected at 5 percent level of significance.

4) Key concluding remarks: The estimates of the growth function specified in the neoclassical growth framework do not fully support the predictions of Solow (1956) and results of Mankiw et al. (1992), rather the results from indicate that growth in Uganda can be fairly analyzed in the general framework of the neoclassical growth model.

4.7. Results of the Extended Model that Incorporates Endogenous Growth

After the estimation of the empirical model in the framework of the neoclassical growth paradigm, we extended the analysis by introducing, in the empirical model, additional growth variables proposed by the endogenous growth theory previously advanced by Romer (1990). Table 8 shows the regression estimates of the extended model.

Like with the previous estimate, summarize in Table 7, estimates of the extended growth equation summarized in Table 8 show that the estimated coefficient on the lagged dependent variable is positive and statistically insignificant at 5 percent level of significance. This suggests that even when the growth model is extended to include endogenous growth variables, the growth in GDP per worker in the current period is significantly affected by growth rate in GDP per
Table 8. The IV-GMM estimates of the extended growth function.

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Coef.</th>
<th>Robust Std. Error</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>logarithm of GDP per capita</td>
<td>0.6153***</td>
<td>0.01262</td>
<td>0.000</td>
</tr>
<tr>
<td>logarithm of gross fixed capital</td>
<td>0.0272</td>
<td>0.01979</td>
<td>0.455</td>
</tr>
<tr>
<td>formation per worker</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>logarithm of human capital per capita</td>
<td>0.0380**</td>
<td>0.01710</td>
<td>0.026</td>
</tr>
<tr>
<td>population growth</td>
<td>−0.0139**</td>
<td>0.00307</td>
<td>0.044</td>
</tr>
<tr>
<td>inflation</td>
<td>−0.0195</td>
<td>0.04140</td>
<td>0.604</td>
</tr>
<tr>
<td>openness</td>
<td>0.0241</td>
<td>0.08729</td>
<td>0.783</td>
</tr>
<tr>
<td>domestic credit</td>
<td>0.0214***</td>
<td>0.00137</td>
<td>0.000</td>
</tr>
<tr>
<td>lending interest rates</td>
<td>−0.0136***</td>
<td>0.00131</td>
<td>0.000</td>
</tr>
<tr>
<td>logarithm of FDI</td>
<td>0.3730***</td>
<td>0.07830</td>
<td>0.000</td>
</tr>
<tr>
<td>Constant</td>
<td>0.9346*</td>
<td>0.34456</td>
<td>0.065</td>
</tr>
</tbody>
</table>

Other estimates and robustness test results

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sargan C-Statistic</td>
<td>6.49**</td>
<td>-</td>
<td>0.011</td>
</tr>
<tr>
<td>Hansen J Chi-sq. test</td>
<td>32.08</td>
<td>-</td>
<td>0.610</td>
</tr>
<tr>
<td>Prob &gt; Wald Chi2</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pr (Skewness)</td>
<td>0.065</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pr (Kurtosis)</td>
<td>0.712</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Joint Pr &gt; chi2</td>
<td>0.084</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.64</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Source: Author’s compilation from stata output. *, **, *** indicate significance at 10, 5 and 1 percent levels respectively.

worker in the previous period. Also like it was in the results summarized in Table 6, the estimates in Table 8 show that the estimated coefficient on the on logarithm of gross fixed capital formation per capita is positive and statistically insignificant at 5 percent level of significance. This coefficient is also statistically insignificant at 10 percent level. This result suggests that when additional explanatory variables from the endogenous growth theory are introduced in the model, variations in gross fixed capital formation per worker do not have a causal effect on growth rate in GDP per worker even when the significance level is raised to 10 percent. The estimates in Table 8 further indicate that, in the extended model, the coefficients on log of human capital per worker is positive and statistically significant at 5 percent level of significance, suggesting that, human capital per worker persists to be a key determinant of GDP per worker in Uganda. Estimates in the extended model as summarized in Table 8 show that the estimated coefficient on population growth is negative and statistically significant at 5 percent level of significance, suggesting that even when additional variables are introduced in the growth model, increase in population growth constraints Uganda’s growth in GDP per worker.
Results in Table 8 further indicate that the estimated coefficients on domestic credit, lending interest rate and logarithm of FDI have expected signs and are statistically significant at 5 percent level of significance. This suggests that expansion of domestic credit, low lending interest rates as well as increase in foreign direct investments have significant positive causal effect of the growth in GDP per capita in Uganda. The estimates summarized in Table 8 indicate that inflation and openness are statistically insignificant at 5 percent level, suggesting that that inflation and openness are not important factors that determine growth in GDP per worker in Uganda.

5. Conclusion

Using quarterly data for the period 2007 to 2018, the study investigated the relevance of the neoclassical growth model in explaining growth variations in Uganda. The specific-to-general modelling technique was employed where the growth model is first specified in the neoclassical growth framework and then extended to encompass the endogenous growth theory. The empirical growth models are estimated by the method of instrumental variable generalized method of moments.

Results show that when the empirical model is estimated in the framework of the neoclassical growth hypothesis, it provides up to 48 percent explanatory power of the total growth variations. At this level of model specification, estimates show that human capital per worker and population growth have the right signs as predicted by the neoclassical growth model and are statistically significant at 1 percent level of significance. The estimates show that the variable physical capital per worker also has the right sign but is statistically insignificant at 5 percent level. The results of model estimates in the neoclassical framework do not support the notion of conditional convergence as predicted by the neoclassical growth theory, rather the estimates show evidence of divergence. When the model is extended to include growth factors proposed by the proponents of endogenous growth hypothesis, the explanatory power of the model rises from 48 percent to 64 percent which shows improvement in model’s goodness of fit by 16 percent. In the extended growth model, all the variables originally proposed in the neoclassical growth theory (i.e. physical capital per worker, human capital per worker and population growth) retain the right signs but lose their initial levels of statistical significance. The estimates show that variables such as domestic credit, lending interest, FDI, have expected signs and are statistically significant at 1 percent level of significance while openness has the expected sign but is statistically insignificant at 5 percent level of significance.

Overall, the study results do not fully reject the first null hypothesis that was set to be tested in a sense that whereas human capital per worker and population growth individually are significant growth determinants in Uganda, physical capital per worker is not. The three variables however show a significant joint casual effect on Uganda’s economic growth. The results on the other hand do not reject
the second null hypothesis that was set to be tested in this study in the sense that the results in this study did not support the neoclassical notion of conditional convergence. In a nutshell, results show that Uganda’s growth determinants can be fairly but not fully modelled within the general framework of the neoclassical growth theory. Estimates therefore indicate a fractional relevance of the neoclassical growth theory in explaining growth determinants in Uganda for the study period considered in this study.

6. Policy Recommendations

We develop the recommendations arising from the study on the basis of the key study variables, which have been basically motivated by the theoretical model, that is, the neoclassical growth model. In essence the study has been designed to test theory. However, we consider the estimates from the study and benchmark the key study variables motivated by the adopted theory to build the recommendations. We therefore summarize the key policy recommendations derived from the study are as follows:

To enhance the rate of economic growth in Uganda, it seems prudent for Ugandan policy makers to enhance investments in human capital which can be achieved by earmarking extra resources/increase budget allocation for extra investments in education and training (i.e. enhance human capital development). Secondly, it appears that increase in Uganda’s population creates bigger burden on national resources due to higher dependency. Uganda exhibits an expansive population pyramid in which the largest proportion is the young population, which again reflects high fertility rate. Such demographic trend is associated with low productivity. Consequently, we recommend deliberate efforts by Ugandan government to control population growth rate in order to save resources which can be invested to boost the rate of growth of Uganda’s GDP.
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