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Abstract 
The present work deals with intelligent vehicle fleet maintenance and predic-
tion. We propose an approach based primarily on the history of failures data 
and on the geographical data system. The objective here is to predict the date 
of failures for a fleet of vehicles in order to allow the maintenance department 
to efficiently deploy the proper resources; we further provide specific details 
regarding the origins of failures, and finally, give recommendations. This 
study used the Société de transport de Montréal (STM)’s historical bus failure 
data as well as weather data from Environment Canada. We thank Facebook’s 
Prophet, Simple Feed-forward, and Beats algorithms (Uber), we proposed a 
set of computer codes that allow us to identify the 20% of buses that are re-
sponsible for the 80% of failures by mean of the failure history. Then, we 
deepened our study on the unreliable equipments identified during the diffu-
sion of our computer code This allowed us to propose probable predictions of 
the dates of future failures. To ensure the validity of the proposed algorithm, 
we carried out simulations with more than 250,000 data. The results obtained 
are similar to the predicted theoretical values. 
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1. Introduction 

Industrial maintenance has seen a figurative expansion by mean of the advent of 
big data. When discussing big data in industry, the topic of predictive mainten-
ance comes up again and again, with essentially smart sensors connected to the 
internet being placed in industrial products (engines, mechanisms, structures…) 
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and tasked with measuring and sending useful information to improve the relia-
bility (predicting and limiting failures) of the industrial system. Historically, in-
dustrial maintenance started as a necessary evil, and therefore maintenance op-
erations were only performed when strictly necessary. However, in industrial 
manufacturing environments, which are often characterised as stochastic, dy-
namic and chaotic, maintenance is crucial for production efficiency. Unexpected 
disturbances lead to a degradation of system performance, causing a loss of 
productivity and business opportunities, which must be optimized as a prelude 
to achieving competitiveness [1]. Like any other motorized object, the automo-
bile is a device subject to various failures. The automotive sector has experienced 
a strong technological growth in recent years with the advent of smart sensors. 
But this has increased the complexity of automotive maintenance because on the 
one hand it involves the use of diagnostic tools such as: infrared engine analys-
ers, spark plug checkers and compressometers. On the other hand, it involves a 
lot of data. In this article we make use of data analysis and processing software 
that will allow us to effectively exploit the history of failure data. This is called 
Maintenance 4.0—or intelligent maintenance, which consists of using intelligent 
sensors connected to the Internet on machines. And so the strategies can predict 
future failures and therefore reduce corrective maintenance and associated costs. 
Thus, the objective of this paper is to provide the automotive maintenance 
process with more effective and efficient based on the exploitation of historical 
failure data using artificial intelligence, deep learning and machine learning 
Therefore, we will establish a model to predict the equipment failure time 
through an approach similar to that of the work of Chen et al. [2]. The rest of the 
paper is organized as follows: Section 2 presents a review of the literature. Sec-
tion 3 presents the methodology used. Section 4 presents the performance and 
choice of the algorithm used in the study, and finally, Section 5 concludes the 
work. 

2. Literature Review 

The automotive sector, like any other industrial sector, has developed over time 
and the practice of the two main maintenance strategies (preventive and cura-
tive) has improved the reliability of equipment. These strategies, although revo-
lutionary, do not allow the prediction and resolution of future failures. To re-
medy this, new predictive and intelligent maintenance strategies have been de-
veloped. This is known as Maintenance 4.0. 

According to Mobley [3], preventive maintenance is a set of actions carried 
out regularly on equipment that is still functional to reduce its failure. Predictive 
maintenance, on the other hand, is a philosophy or attitude that uses the actual 
operating conditions of the plant’s equipment and systems to optimise the 
plant’s operations and/or processes. The illustration of BPMN (Business Process 
Model and Notation), which defines the sequences of different maintenance 
tasks, is presented in the work of Cachada [1]. As a result, the ability to predict 
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the failure time of a car allows for better optimization of maintenance and fleet 
management. 

Intelligent maintenance is little explored and implemented in the automotive 
sector. Some researchers have proposed an intelligent approach based on a 
neural network. It consists of collecting geographical and historical breakdown 
data. An algorithm then predicts the breakdowns of equipment in a vehicle fleet. 
Among these algorithms is the Multi-Grained Cascade Forest (gcForest), which 
was originally developed for image classification and subsequently became a 
useful tool for automotive maintenance [2]. These researchers conducted a study 
to introduce gcForest into automotive maintenance based on maintenance his-
tory data from geographic information systems (GIS). This algorithm has also 
been implemented for the study of prediction of structured behaviour of road 
vehicles. Mou et al. [4] proposed a structured gcForest modeling approach for 
the prediction of road vehicle behavior. According to Liu et al. [5], deep neural 
networks (DNNs) for intelligent machine failure diagnosis require a large 
amount of training data, powerful computational resources, and many hyperpa-
rameters, which must be carefully tuned to ensure maximum performance. Deep 
forest, as a new alternative to the deep learning framework, has the potential to 
overcome these shortcomings. The authors acknowledge the performance of this 
DNN-based diagnostic approach. However, they point out some drawbacks, in-
cluding the need for a large amount of training data, as well as the fact that 
DNNs have many hyperparameters that need to be carefully tuned to ensure 
maximum performance. For Hu et al. [6], the essence of intelligent industrial 
fault diagnosis based on big data lies in the process of machine learning and fea-
ture engineering. Deep learning methods to establish the complex relationship 
between data and potential faults and outperform traditional machine learning 
methods. Hu et al. [6] proposed an approach that combines a deep Boltzmann 
machine and a multigrain forest for fault diagnosis. The deep Boltzmann ma-
chine was first used to transform raw data into a binary representation. Then, 
the gcForest was deployed for modeling based on the preprocessed data. Liu et 
al. [7] deployed a gcForest for the recognition of ball bearing defects based on 
sensor data. At the end of the experiments, they achieve good defect recognition 
accuracy. The previous literature illustrates the performance and efficiency of 
the gcForest algorithm in the manufacturing sector. Therefore, we propose to 
start with the Prophet, Simple Feed-forward and Beats (Uber) algorithms from 
Facebook, which are similar algorithms to gcForest. As for the Prophet algo-
rithm, it is an open-source library (R and Python) for forecasting time series da-
ta based on an additive model: The difficulty of creating reliable forecasting 
models, because this discipline requires a particular experience. The rigidity and 
lack of robustness of automatic forecasting techniques Prophet has been tested 
in several research studies with satisfactory results [8]. The authors Žunić et al. 
[9] deployed this algorithm in a sales forecasting study based on real-world data. 
In their paper, they present a framework capable of accurately predicting future 
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sales in the retail sector and classifying the product portfolio according to the 
expected level of forecast reliability. The algorithm has demonstrated the ability 
to generate sales forecasts and a high potential to classify the product portfolio 
into several reasonably accurate quarterly categories; it has also shown a high 
potential to classify the product portfolio into several categories. The results ob-
tained are more than satisfactory with respect to the calculated error. Zhoul-
Chenl and NI [10] deployed Prophet for the prediction of the air quality index. 
In their paper, they designed a hybrid model Prophet-SVR and a hybrid Proph-
et-LSTM model to optimize the prediction accuracy of the Prophet model. The 
results show that the Prophet-LSTM hybrid model has the best performance, 
that its prediction accuracy is higher than that of the single model, and that it 
has clear advantages in air quality index prediction. Panicker and Valarmathi 
[11] showed after a study in four different regions that the Prophet model gave 
more reasonable results than the SARIMA model. The MAPE and RMSE values 
were the lowest for the Prophet algorithm and its fast execution. 

Gong et al. [12] and Septiani et al. [13] deployed Prophet to analyze the power 
consumption trends of buildings. The comparison of the prediction results of 
Prophet and ARIMA algorithms shows that Prophet performs better and can 
consider dates and times. Septiani et al. [13] show that Prophet performs better 
than FFNN. However, the difference in the MAPE value is not too significant.  

As for the simple feed-forward algorithm, its performance has been demon-
strated in the work of several researchers. Melnychuk et al. [14] in their paper on 
predicting attentional focus from breathing, revealed that it is possible to predict 
to a moderate degree, the state of attentional control from breathing. 

Cohen et al. [15] examined the universal approximation function for learning 
ranking. They have replaced costly regression forests with simple feed-forward 
networks feed-forward algorithms, demonstrates the advantages of feed-forward 
algorithms. They stipulate that this neural approach has the advantage of being 
easier to train than any other neural model since it can match the previously 
learned regression rather than learning to generalize relevance judgments di-
rectly. According to the authors, feed-forward also has runtimes of up to 400× 
that of traditional algorithms and up to 10× that of state-of-the-art algorithms, 
with no measurable loss in average accuracy.  

In their study on simple fuzzy direct torque control for a DSP-based induction 
motor, Jat et al. [16] found that the fuzzy logic controller (FLC) provides better 
and smoother speed control. The speed control technique is implemented using 
a next-generation TMS320F28335 digital signal processor (DSP) with a high 
sampling rate to enable the sampling rate to achieve a good dynamic range. The 
result shows the supremacy of the FLC in the control of the three-phase induc-
tion motor when using the DTC technique. 

3. Methodology 

The following Figure 1 presents the methodology that we followed throughout  
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Figure 1. Study methodology. 
 
our study. 

Any time series prediction work using machine learning can be broken down 
into clear and easily replicated steps. We will start by performing data analysis 
and data mining to seek out hidden information in the data and determine 
which algorithms to use. 

3.1. Data Presentation 

The data file provided by the STM is in Excel format, with several pages that can 
be grouped into 2 main groups: 
- The group of failures on additional periods.  
- The group of failure entries by equipment, type, date. 

The information we are interested in are the failure entries that constitute the 
raw data recorded by data entry agents or by on-board systems for monitoring 
the state of the monitoring of the bus status in real-time. What is interesting 
here is that each input is followed by a summary description and definition of an 
internal failure group used by the STM (engine, brakes, etc.). The Excel file con-
tains more than 175,000 entries, which is more than enough to apply deep 
learning algorithms that are known to be data-intensive and whose efficiency is 
most often the directly linked to the data provided in the input. The procedure 
followed for the analysis of these raw data is described in the following subsec-
tion.  

3.2. Data Analysis 

To carry out our data analysis, we used BI (Business Intelligence) software and 
placed all the parameters of the received CSV file into sensitivity analysis graphs. 
The quality being mainly quantitative, we used as main parameter of compari-
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son, the number of occurrences of a failure on a well-defined period of time ac-
cording to several temporal granularities. 

The graphs obtained by these tools are presented and analyzed next. 

3.2.1. Graphs 
The graphs below were obtained using the simple feed-forward algorithm from 
the Gluon toolkit for probabilistic time series modeling focused on deep learn-
ing-based models. Figure 2(a) represents the graphical behavior of the number 
of reports of the check engine parameter for the period of March to December 
2020 and Figure 2(b) illustrates the curve of predictions made from the month 
of December. The blue graph represents the actual behavior, and the green 
represents the prediction according to the graph legend. The predictions were 
made over 14 days. For this, we trained the data for 135 days, and then using our 
code written for this purpose, the algorithm generated the forecast over the last 
14 (of the 135) days. Figure 2(c) shows the 90% forecast graph and Figure 2(d) 
shows the other 50% graph segments. We also varied another parameter (NFP) 
in the forecast area at 90% and 50% (see Figure 3). Looking at Figure 2(c), Fig-
ure 2(d) and Figure 3 below, we can safely conclude that our forecast illustrates 
reality as all our curves fall within the real prediction area. 

Figure 4 below presents the graphical trends of the failures obtained with Fa-
cebook’s Prophet algorithm. We note a significant growth from Sunday to 
Monday, a slight growth from Monday to Friday, and then a significant decrease 
from Friday to Saturday. Currently, it is hard to make any conclusions regarding 
the behavior since we do not have enough information that are internal to the 
company. However, we believe that the increase in reporting between Sunday 
and Monday could be due to the large number of trips in the period, as well as to 
the fact that it is the start of the week. The decrease between Friday and Saturday 
could be explained by the fact that it is the end of the week, and therefore, there 
is less travel. As stated at the beginning, this hypothesis has no solid scientific 
basis. it is simply a proposal for a model based on the graph. From January to 
March, we observe a semblance of stability, and then from March to May, we 
reach the peak of reporting and a slight stability is seen, but it gradually decreas-
es until January. Only information on transportation planning within the com-
pany could explain this behavior. This also applies to the daily reporting beha-
vior. Although we do not have enough information about the graphical beha-
vior, especially from Sunday to Monday, it would be relevant for the mainten-
ance department to review the status of the buses in circulation during these pe-
riods. 

3.2.2. Pareto  
In an effort to avoid scatter in our study, we used a Pareto analysis (shown in 
Figure 5) to determine the groups of failures with the most occurrences in STM 
buses. The remainder of this study focuses on the group designated by Pareto as 
responsible for 80% of the reporting. 
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(a) 

 
(b) 

 
(c) 
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(d) 

Figure 2. (a) Check engine on graph, including the training period of the data. (b) Fore-
cast graph of the check engine on parameter (November and December 2020). (c) Predic-
tion graph of the check engine on parameter (November to December 2020, large scale). 
(d) Prediction graph of the other symptom parameter. 
 

 
Figure 3. Forecast graph of the NFP screen parameter. 

3.2.3. Selection of the Algorithms  
Several algorithms are known to be efficient for predicting data of the same type 
as those selected above. Our data are time series with varying trends, and it is 
not obvious what the seasonality is. Three main criteria will allow us to select the 
three algorithms that we will use, namely: 
- The simplicity of the implementation of the algorithm in an academic re-

search context. 
- The ability of the algorithm to adapt to variations in seasonality and to support  
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Figure 4. Graphical trend of failures. 

 
the drift of concepts in the data. 

- The ability of the algorithm to make predictions on several (linked) time se-
ries simultaneously.  

The following three algorithms emerge from these criteria: 
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Figure 5. Pareto curve. 
 
- Simple Feed-Forward: known for its simplicity and for its sometimes-surprising 

performance compared to other more complex algorithms. 
- Facebook Prophet: used by Facebook; performance is always surprising even 

when it is not trained and does not require complex configurations. 
- N BEATS (Uber): famous for having won the M8 forecasting competition 

and for being used by Uber; its architecture is interesting in that it allows 
computerizing predictions by combining residual information from past and 
previous predictions. To ensure that our algorithms would work, we pro-
ceeded first with a data preparation procedure, as presented next. 

3.3. Data Preparation 

We divided our data preparation procedure into three components. We begin by 
presenting the first one, which is very important, given the high number of fail-
ure occurrences in the STM data. 

3.3.1. Normalization  
Normalization is a procedure that allows taking data of several different orders 
of magnitude and then reducing them to a single identical order of magnitude. 
We used a simple formula for data normalization. The defined function was ap-
plied individually to each dataset, grouped by day of occurrence: 

( ) [ ]occurences, 1, numberi
i

i

n
N i

Max n
= ∈                (1) 

3.3.2. Replacement of Null Values 
It is practically impossible to not have null values when considering several 
study parameters. As our data was arranged by day of occurrence, there are days 
with no values for some parameters. To avoid divergence among our algorithms 
or to bias the training of the latter on our data, we decided to replace the null 
data by the average of the values for the parameters. Once our null data man-
agement strategy was applied, we packaged our data as a CSV file, with a partic-
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ular architecture that we will discuss in the next section. 

3.3.3. Pandas DF 
Our dataset is a Pandas Dataframe having as index the dates per day of occur-
rence and as columns the normalized number of different failures that will con-
stitute the values to be predicted for a precise time window. This file was ex-
ported to CSV format (see Appendix A) to make easily shareable and to avoid 
having to repeat our whole data transformation procedure in the event of prob-
lems during the training sessions. 

3.3.4. Library Used 
To consolidate our testing method, we decided to use a framework which pro-
vides an identical API for all the algorithms needing to be tested. This frame-
work, called GluonTS, is open-source. To train our neural networks, we followed 
the procedure defined in the next section. 

3.3.5. Training 
The dataset was divided into 2 parts: training data and test data. The training 
data made up 80% of our data, and the test data, 20%. GluonTS allows us to de-
fine an estimator and to pass training parameters to it with a trainer. Once 
trained on data, this estimator is called a predictor and can be used for predic-
tion or performance evaluation. During training, we defined several hyperpara-
meters and selected the combination giving the best results for the accuracy me-
tric, and during testing, for the evaluation of our algorithms, we used metrics 
whose strategy we present in the next section. 

3.3.6. Metrics Used 
One major advantage of the Gluonts framework is that it already includes some 
metrics, and we just had to apply them to our data.  

4. Algorithm Performance  

As mentioned before, we conducted this study on three distinct algorithms, 
namely, Facebook Prophet, Simple Feed-forward and the Nbeasts. The goal was 
to select the algorithm offering the best performance. To evaluate the perfor-
mance of our algorithms, we focused on different error terms, namely, MSE 
(mean squared error), MASE (mean absolute scaled error), MAPE (mean abso-
lute percentage error), and SMAPE (symmetric mean absolute error). The 
MASE defines the scaled mean absolute scaled error which is a measure of the 
accuracy of forecasts. It is the mean absolute error of the forecast values divided 
by the mean absolute error of the naive one-step forecast in the sample. The 
mean absolute scaled error has properties that compare very favorably against 
other methods of calculating forecast errors, such as the root mean square error, 
and is therefore recommended for determining the comparative accuracy of 
forecasts. 

MASE has the following advantages: 

https://doi.org/10.4236/jtts.2023.131001


C. Foké et al. 
 

 

DOI: 10.4236/jtts.2023.131001 12 Journal of Transportation Technologies 
 

- Scale invariance: the mean absolute error at scale is independent of the scale 
of the data, and thus can be used to compare forecasts between data sets with 
different scales. Not sure what is meant here. 

- For predictable behavior noted that yt tending to 0, percentage measures of 
forecast accuracy, such as the mean absolute percentage error (MAPE), rely 
on dividing yt, which distorts the MAPE distribution. This is particularly 
problematic for data sets with different scales of error. Data sets with scales 
that do not have significant (temperature in Celsius or Fahrenheit) and for 
intermittent data sets, where yt intermittent, where yt occurs frequently. 

- Symmetry: the scaled mean absolute error penalizes the same way equally the 
positive and negative forecast errors and penalizes the same way errors in 
both large and small-large forecasts and small forecasts. In contrast, the 
MAPE and the median absolute error (MdAPE) do not meet either criterion, 
while MAPE and SMAPE and “symmetric” SMdAPE do not meet the second 
criterion. 

Interpretability: the scaled mean absolute error can be easily interpreted, as 
values greater than one indicate that the one-step predictions of the naive me-
thod are better than the values it is calculated by the expression by: 

1

1

MASE
1

jj

T
t t mt m

e
j

y y
T m −= +

 
 
 =
 − − 

∑

∑
                 (2) 

where je  is the forecast error for a given period, J is the total number of fore-
casts, and m is the seasonal period. 

It is important to remember that this formula is only valid for seasonal time 
series as is the case in this study. For non-seasonal time series for non-seasonal 
time series, it is sufficient to replace the “m” with “1”. As for MSE, the authors 
Lin, et al. [17] point out the relevance of MSE in prediction algorithms. 

The mathematical expression of MSE is given by: 

( )2

1

1 ˆMSE i ii
n Y Y

n =
= −∑                      (3) 

where Y is the vector of observed values of the variable to be predicted and Y is 
the predicted values (e.g., from a least-squares fit). Despite the multiple advan-
tages that the MASE has in terms of prediction, our study reveals, however, that 
the MSE is more adequate with respect to the results obtained. This allows to 
state without any risk of error that the MASE is not adequate for the type of data 
used in this study. The performance of MASE is not being into question here. 
Rather, it is simply being indicated that MASE would be more appropriate for 
specific data. 

It should be stated that some values of MASE, MAPE, and SMAPE are infinite 
in the context of this study, which is true from a mathematical point of view, 
when their denominator tends to 0. However, that is unacceptable when it 
comes to forecasting work such as the present one. But this can be explained by  
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Table 1. Comparison of the different metrics used. 

 Simple feed-forward N beasts (Uber) 

MSE 5.52727484 5.56861382 

MASE 1148.00867 1884.88973 

MAPE 120.511948 105.325813 

SMAPE 2537.04123 3980.43109 

 
infinitesimal values close to zero. So, considering the results of Table 1, based 
only on the sum of the MSE, we retained the simple feed-forward algorithm for 
our forecasting study. Although the Prophet algorithm was used to generate our 
Pareto curve, we found it to be inefficient for obtaining forecast curves because 
the algorithm does not calculate errors. It is therefore impossible to discuss its 
performance moreover, unlike the simple feed, Prophet does not generate fore-
cast percentages, as observed on the simple feed graphs, which makes the graphs 
difficult to interpret. Figure 6 above is the prediction graph for the “touch 
screen does not work” parameter obtained from the Prophet algorithm. 

From the studies conducted in the context of this project, we were able to 
propose an intelligent maintenance approach based primarily on historical fail-
ure data and on the geographical data system. This new approach is less expen-
sive than those used in previous models in the literature. Those models necessar-
ily require the presence of various sensors. By exploiting historical failure data 
with different algorithms, we were able to predict future failures with prediction 
percentages ranging from 50% to 90%.  

 

 
Figure 6. Prediction of “touch screen not working” parameter. 
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5. Conclusion 

Definitely, it was a question of this study, to see how to optimize the means of 
the automobile maintenance in order to make it more powerful and effective. It 
is thus that we have by means of artificial intelligence, the deep learning, and the 
machine learning to establish a model of prediction of the failure of an equip-
ment starting from historical data of maintenance. The prediction model estab-
lished should be able to predict the date of failure of a vehicle using an algo-
rithm. To meet this goal, we used the failure history of buses in the Société de 
transport de Montréal (STM)’s transit fleet. The simulation of its data in the 
simple feed-forward algorithm allowed us to obtain a prediction model. For the 
calculated error, i.e., the MSE (mean squared error), and the forecast graphs ob-
tained, we were able to conclude the efficiency of the results. By closely analyz-
ing the graph of the “check engine on” failure, we note that some results are pre-
dicted at nearly 90%, which allows us to validate our prediction model. However, 
when this study was being conducted, we did not have information on the 
makes, models, and ages of the buses used in this work. The addition of this in-
formation could be the subject of future studies and could help explain the be-
havior of certain equipment with the greatest precision. 
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