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Abstract 
To address the intermittent positioning and drift of personnel positioning 
RTK in the high-frequency signal interference environment of substations, 
we propose to use IMU as the positioning compensation module of RTK and 
adopt the joint RTK/PDR positioning method to solve the positioning results. 
The heading angle is easily scattered in the pedestrian heading projection 
(PDR) process and the heading angles calculated from the output data of the 
gyroscope, accelerometer and magnetometer after denoising are input into 
the complementary filter for fusion. To improve the accuracy of step estima-
tion in the PDR process, an improved step estimation model is used. For 
RTK/PDR data fusion, the extended Kalman filter (EKF) method is used, 
which helps to achieve outdoor full-scene high-accuracy positioning. The fi-
nal simulation results show that RTK can be effectively compensated by PDR 
under the interference of high-frequency signals, and the positioning accura-
cy reaches 0.02 m. 
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1. Introduction 

In recent years, the rapid development of technology has brought location and 
communication technologies to a higher level, which have become an indis-
pensable part of people’s lives. When carrying out production activities, the in-
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creasing demand for location services of mobile terminals makes high-precision 
navigation and positioning for various industries become a research hotspot at 
home and abroad. Some mobile terminal devices mainly rely on GNSS naviga-
tion and positioning module for positioning in the outdoor environment, and 
the plane accuracy can reach about 3 m in an unshielded environment [1].  

Real-Time Kinematic (RTK) positioning is a branch of satellite navigation 
technology, which uses the carrier phase observations in the satellite signal to 
form differential equations and realizes real-time dynamic relative positioning 
between the reference station and the mobile station through rapid solution of 
full-period ambiguity. RTK positioning has been realized in some equipment, 
and the positioning accuracy is high, with no error accumulation, and can play a 
stable role in an unobstructed environment. It is simple, low cost and easy to 
operate, and is currently used in precision agriculture and high-precision navi-
gation. The positioning accuracy has been greatly improved compared with 
GNSS positioning and can reach a dynamic accuracy of about 1 m. 

However, in the case of obscured environment or interference from high- 
frequency signal sources, the GNSS of mobile terminals has a low signal-to-noise 
ratio and is seriously affected by multipath, leading to a rapid decline in posi-
tioning accuracy and even the phenomenon of signal lock-out, which brings a 
lot of inconvenience to People’s Daily activities. It was found that RTK posi-
tioning technology was subject to strong signal interference from outside sources 
such as high-voltage power transformers when transmitting data using 4G 
communication links [2], leading to positioning drift problems when perform-
ing RTK positioning. The IMU (Inertial Measurement Unit) module integrated 
with mobile terminals collects data with a high update rate and is not affected by 
the external environment, helping improve positioning accuracy. However, 
IMU-based PDR positioning has high positioning accuracy only for a short time. 
For a long time, error accumulation will occur, and the combination of the ad-
vantages of RTK and PDR can realize the ideal positioning target [3]. Therefore, 
this paper uses the collected RTK and IMU data for processing, and uses an ex-
tended Kalman filter for fusion positioning, so as to improve the accuracy and 
continuity of positioning and navigation. 

2. RTK Positioning Model 
RTK 

When RTK measurement is performed, the carrier observation and the coordi-
nates of the base station are sent from the reference station to the working mo-
bile station through the communication link in time, and the mobile station 
receives the information from the observation satellite and the reference station 
at the same time, and then gives the centimeter-level positioning results in real 
time after differential processing. The carrier phase difference model can be di-
vided into a single difference model, double difference model and triple differ-
ence model according to the number of differences between the mobile station 
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and the reference station. The double-difference carrier phase observation model 
is based on the single-difference observation model, which detects the carrier 
signals of two satellites simultaneously and makes a difference between the user 
station reference stations and between satellite i and satellite j. The results of two 
differences can be obtained, compared with the single-difference model, which 
can further eliminate the clock difference between the user station and the ref-
erence station receivers [4] [5]. 

The mobile and reference stations observe satellite i and satellite j simulta-
neously, and the single-difference carrier phase observation for satellite j is given 
in Equation (1): 

( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )1
, ,

j j j j j j j
ur u r u r u r u rr r f t t N N φ φφ λ δ δ ε ε−= − + − + − + −        (1) 

The observations of satellite i and satellite j are differenced again to obtain the 
double-difference resultant observations with the received differential clock dif-
ference eliminated, as shown in Equation (2): 

( ) ( ) ( )ij i j
ur ur urφ φ φ= −                         (2) 

According to the above equation, the double-difference difference resultant 
observations can be obtained as shown in Equation (3): 

( ) ( ) ( ) ( ) ( )( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

1

, , , ,

ij i j i j i j
ur u u r r u u

i j i j i j
r r u u r r

r r r r N N

N N φ φ φ φ

φ λ

ε ε ε ε

−= − − + + −

− + + − − +
             (3) 

where, λ  is the carrier wavelength, ( )i
rr  is the geometric distance between sa-

tellite i and the reference station r, ( )i
ur  represents the geometric distance be-

tween satellite i and the mobile station u, ( )i
uN  represents the whole-perimeter 

ambiguity of the mobile station monitoring satellite i, and ( )
,
i
uφε  represents the 

carrier measurement noise of the mobile station monitoring satellite i. The 
double-difference carrier phase observation model is similar to the single- dif-
ference carrier phase observation model in principle, except that the number of 
unknown parameters in the equation is reduced by making the difference again, 
which makes the solution more convenient and further reducesthe influence of 
the error term. The double-difference observation model can directly eliminate 
the influence of the clock difference between the user station and the reference 
station and can eliminate the error in the electromagnetic wave transmission 
path. 

3. PDR Positioning Model 

The template is used to format your paper and style the text. All margins, col-
umn PDR uses the data from IMU combined with the position information of 
pedestrians at the previous moment to project the relative position of the current 
pedestrian, thus realizing pedestrian localization. PDR localization consists of 
three steps: gait detection, step length estimation, and heading angle projection. 
Where the accelerometer is often affected by the user’s oscillation while walking, 
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rather than the surrounding environment or walking path. With this measure-
ment method, the accelerometer measures little noise fluctuation and has high 
stability compared to other IMU sensors, so the accelerometer is used for gait 
detection and step length estimation. 

3.1. Gait Detection 

Define abbreviations and acronyms the first time they are used in the text, even 
the accelerometer will peak when the person is walking, and according to the pe-
riodic characteristics presented by the body when the person is walking, the peak 
detection method is chosen to detect the acceleration signal for footsteps. Since 
the pedestrian’s cell phone cannot completely keep the Z-axis facing upward 
during walking, there will always be a certain attitude angle, and in order to im-
prove the reliability of the acceleration in the vertical direction, the detected ac-
celeration signal is often processed to obtain the combined acceleration [6], and 
the solution formula for the combined acceleration is shown in Equation (4): 

( ) 2 2 2
x y zacc t acc acc acc g= + + −                   (4) 

where, xacc , yacc , yacc , are the output data on the X, Y, and Z axes of the 
accelerometer, respectively, and g is the local acceleration of gravity. Combined 
acceleration may also exist burr noise, need to do smoothing pre-processing of 
combined acceleration, so use low-pass filter to process this data, the low-pass 
filtered combined acceleration for peak detection. In order to achieve more ac-
curate footstep detection, the following constraints are set: 1) the peaks ipeak  
and troughs ivalley  of the acceleration signal curve are found by the accelera-
tion values of the adjacent moments before and after, and the interval between 
two peaks or two troughs represents one step; 2) due to the accuracy of the acce-
lerometer and its zero bias characteristics and the peak of disturbance when the 
pedestrian’s heel touches the ground, set the acceleration threshold σ ; 3) com-
bined with the limit speed of 0.2 s in one step of the human body, the time in-
terval before and after the wave 

1i ipeak peakT T
−

−  can be filtered to at least 0.2 s, 
while for general positioning, the time interval can be relaxed to 0.7 s, the con-
straints are shown in Equation (5): 

( )

1

1 1

1 1

( & & )
& &

0.2 0.7
i i

i i i i i i

i i i i i i

i

peak peak

peak acc acc acc acc acc
valley acc acc acc acc acc

peak
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σ

−

− +

− +

 = > >
 = < <


>
 < − <

           (5) 

3.2. Step Size Estimation 

Commonly used models for estimating step length include linear and nonlinear 
estimation models [7]. The linear model is only applicable to uniform and regu-
lar walking patterns and the traditional nonlinear estimation model is based on 
the premise that the maximum maxacc  and minimum minacc  values of accele-
ration in the vertical direction are known for each step of the pedestrian. One of 
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the methods is the Weinberg step length estimation method, whose step length 
can be calculated using Equation (6), where K is the step length estimation pa-
rameter: 

4
max minS K acc acc= −                        (6) 

In this paper, the Weinberg method is considered for step estimation in 
slightly complex walking patterns, and the improved step model algorithm is 
shown in Equation (7): 

( ) 4
1 2

peak valley
sL K avg acc T K acc acc ε= ∗ ∆ ∗ + − +            (7) 

where, 1K , 2K  are the empirical parameter for step length estimation, sT  is 
the pedestrian step time, ( )avg acc∆  represents the average acceleration be-
tween the peak and the adjacent trough, and r is the error compensation of the 
accelerometer. The method takes into account that the amount of change in ac-
celeration between the peak and trough values can reflect the continuity and si-
milarity of the pace when walking, and the estimation of the pedestrian step 
length is more accurate and has less error. 

3.3. Heading Estimation 

Traditional PDR algorithms generally use gyroscope combined with accelero-
meter or electronic compass to determine the heading. In this paper, Mahony 
complementary filtering is used to estimate heading, which has a better estima-
tion effect by using the complementary advantages of gyroscope and electronic 
compass. The magnetometer output data is sliding mean filtered to perform 
heading estimation with accelerometer to realize the function of electronic 
compass. The gyroscope output data is sliding mean filtered to solve the heading 
angle, and the two solved heading angles are then passed through a complemen-
tary filter [8] [9] [10]. The complementary filter synthesizes a complementary 
result based on two inputs by assigning two reasonable weighting coefficients to 
the two parts of the input, which are usually both greater than zero and sum to 1. 
The principle of the complementary filter is shown in Equation (8): 

1 1 2 2

2 2

1 2

1
, 0

y k x k x
k k
k k

= ⋅ + ⋅
+ =

>
                       (8) 

where 1k  and 2k  are the weighting coefficients of the two inputs 1x  and 2x , 
y is the output of the complement of 1x  and 2x  respectively. This leads to the 
calculation of the heading angle as 

( ) ( )1 1 am
k k k kTϕ β ϕ ω β ϕ−= ⋅ + ⋅∆ + − ⋅               (9) 

where kϕ  is the derived heading angle, β  is the weighting factor, kω  is the 
gyro output, and am

kϕ  is the estimated heading angle from the magnetometer 
and accelerometer. 

4. RTK/PDR Algorithm Modeling 

EKF is an extended form of Kalman filtering in the nonlinear case, where the 
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nonlinear function is linearized by Taylor expansion, omitting the higher order 
terms and retaining the first order terms of the expansion, and finally the signal 
is filtered by approximating the state estimate and variance estimate of the sys-
tem through the Kalman filtering algorithm [11] [12] [13] [14]. 

In the experimental test, the maximum sampling frequency of RTK is 1 Hz, 
and the sampling frequency of IMU is 20 Hz, because the output frequency of 
both is a multiplicative relationship, the output frequency of RTK is the main, 
and 1 s is a node to output the compensated pedestrian position. The output 
RTK position and PDR position are used as the input of the extended Kalman 
filter, and the eastward and northward positions and heading angle of the RTK 
are used as the state quantities, and the eastward position, northward position, 
heading angle and step size of the PDR solution are used as the system observa-
tions for filtering, and the filtered values are used to compensate the positioning 
of the RTK in the masked space, and the final RTK/PDR fusion is output locali-
zation results. Based on a comprehensive consideration of the algorithm effi-
ciency, the extended Kalman filter is designed as follows: 

The state vectors are: 

[ ]k k kX N E ϕ′ ′ ′=                       (10) 

In Equation (10), kN ′ , kE′ , kϕ′ , are the predicted northward position, east-
ward position, and heading angle, respectively. Assuming that the step and 
heading are consistent with a first-order Markov process, the system equation of 
state according to the PDR principle is 

1 1

1 1

1

cos
sin

k k k

k k k k k

k k

N N
X E E L W

ϕ
ϕ

ϕ ϕ ϕ

− −

− −

−

′ +   
   ′= = + ⋅ +   
   ′ + ∆   

             (11) 

In Equation (11), W is the Gaussian white noise vector of the system state eq-
uation, 1kN −  and 1kE −  are the fused localization result at the previous mo-
ment, 1kL − , 1kϕ −  is the observed value of step and heading angle at the pre-
vious moment, and ϕ∆  is the increment of heading angle estimation. The state 
transfer matrix A is shown in Equation (12): 

1 1

1 1

1 0 sin
0 1 cos
0 0 1

k k

k k

L
A L

ϕ
ϕ

− −

− −

− × 
 = × 
 
 

                 (12) 

The observation equation for this system is given by: 

( )T

k k k kZ N E L Vϕ− −= +                  (13) 

In Equation (13), V is the Gaussian white noise vector of the observation equ-
ation, kN −  and kE−  are the northward position and eastward position of the 
RTK at k moments, kϕ  and kL  are the step size and heading angle of the ob-
servation at k moments, respectively, and the observation matrix is shown in 
Equation (14): 
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T1 0 0 0
0 1 0 0
0 0 0 1

H
 
 =  
 
 

                       (14) 

The initial covariance matrix of the EKF algorithm is a custom constant, but 
the covariance matrix of a dynamic system in a complex environment will not be 
fixed, and a noise feedback mechanism based on the RTK positioning results in 
adjacent states is used here The noise feedback mechanism based on the RTK 
positioning results in adjacent states is used here. where the initial position of 
the fusion system is given by the RTK positioning, the initial covariance matrix 
is 1P , the system process noise covariance matrix Q consists of the average error 
of each element of the east-north position, step estimate and heading angle of 
the PDR, and the observation noise covariance matrix consists of the average 
error of the RTK positioning. 
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where, Nδ , Eδ , Lδ , and ϕδ  are the average errors of northward, eastward, 
step estimation, and heading angle estimation for PDR positioning, respectively. 

kN
δ − , 

kE
δ −  are the average error of RTK positioning north to east respectively. 

After the EKF linearization and initialization is complete. The above state and 
observation equations are used to carry out the fusion of RTK/PDR positioning 
data using extended Kalman filtering. 

5. RTK/PDR Algorithm Modeling 

The experimental site of this time is Shanxi Province State Grid Yangquan Pow-
er Supply Company. The experimental equipment is installed as shown in Fig-
ure 1: The left side includes GPS wireless communication module, reference sta-
tion antenna HX-CH6601A and mobile power supply, while the right side in-
cludes GPS wireless communication and inertial navigation integration module, 
mobile station antenna HARXON GPS500 and mobile power supply. A receiver 
is placed on the reference station as a reference station, which continuously ob-
serves the satellite and sends its observation data and station information to the 
mobile station in real time through radio transmission equipment. The mobile 
station receives GNSS satellite signals while receiving the data transmitted from 
the reference station through radio reception equipment, and then performs 
real-time differential operation according to the principle of relative positioning 
to solve the three-dimensional coordinates of the mobile station in real time and 
its accuracy. After power-on, the IMU acquisition device starts, the communica-
tion interface is RS422, and the baud rate is 921,600. The RTK acquisition device 
and attitude reference device are connected to the computer through RS422 to 
USB adapter. The software hdntCente developed in the laboratory on the laptop  
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Figure 1. RTK/PDR fusion positioning algorithm flow. 
 
computer is used to collect and store data, decode the base station observation 
data for RTK positioning, and obtain the RTK data set. The sampling frequency 
of data recording is 1 HZ. The device can achieve centimeter-level positioning 
accuracy. Due to the low sampling frequency of RTK, the degrees of accelero-
meter, gyroscope and magnetometer of IMU were separately collected by 
hdntCenter, and the sampling frequency was set at 20 HZ.  

In this experiment, the experimenter is assumed to walk around the experi-
mental site at a uniform speed with a step length of 0.7 m, and the right device is 
placed in front of the experimenter’s chest as shown in Figure 2, and the right 
figure in Figure 3. The RTK positioning system outputs one positioning result 
per second and the IMU data is aligned with the RTK time, and the position so-
lution results are shown below. 

From Figure 4, we see that the separate RTK positioning in which a section of 
positioning is affected by the environment produces positioning drift, so the 
IMU positioning data is added to filter the RTK positioning results. The accele-
ration in the collected IMU output data contains high-frequency noise, which 
has a serious impact on the detection of gait, so the combined acceleration is 
low-pass filtered, and the acceleration changes as shown in Figure. 

From Figure 5, it can be seen that after low-pass filtering, the ensemble acce-
leration is smoother in the time series, which effectively suppresses the high- 
frequency noise of the triaxial accelerometer. After that, the peak detection of 
the processed ensemble acceleration is performed on the gait according to the 
four constraints given.  
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Figure 2. Experimental equipment. 
 

   

Figure 3. Experimental environment. 
 

 

Figure 4. RTK positioning results. 
 

It can be seen from Figure 6 that the peak detection under the constraint is 
more accurate and well avoids the misidentification of the pedestrian heel 
touching the ground when a disturbance peak is generated. Afterwards, step es-
timation is performed with the improved step model algorithm and the results 
are shown in Figure. 
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Figure 5. Acceleration comparison before and after filtering. 
 

 

Figure 6. Peak detection. 
 

It can be seen from Figure 7 and Table 1, the traditional weinberg algorithm, 
the improved step estimation algorithm has smoother fluctuations and more 
accurate estimation of the step length, and the error is relatively smaller in a 
uniform walking condition with a step length of 0.7 m.  

For the combination of accelerometer and magnetometer to achieve the func-
tion of electronic compass, the gyroscope output data is high-pass filtered to 
solve the heading angle, the low-pass filtered accelerometer and the magneto-
meter output data with sliding-mean filter are solved for heading angle, and fi-
nally the heading angles of both are input into the complementary filter for fu-
sion, and the ideal weighting coefficients are obtained experimentally, and the 
results obtained are shown in Figure 8. 
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Figure 7. Step estimate. 
 

 

Figure 8. Electronic compass heading angle.  
 
Table 1. Comparison of step estimation errors. 

 
Estimated mean 
value f step size 

Real 
step length 

Mean value of 
step error 

Method 1 0.72 0.7 0.02 

Method 2 0.88 0.7 0.11 

 
It can be seen that the heading angle solved by the accelerometer and magne-

tometer is affected by the magnetic field, and noise is generated in the disturbed 
region of the magnetic field, so the principle of complementary filtering is used 
to add the heading angle solved by the gyroscope, and two reasonable weighting 
coefficients are assigned to the two parts of the input to obtain the ideal heading 
angle results. (Figure 9)  
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The extended Kalman filter is used for data fusion of the RTK and PDR posi-
tioning results, and the filtered value is used to compensate the positioning of 
RTK in the shelter space. Noise variance of PDR system walking direction is 
(0.65˚/step), noise variance of step size is (0.07 m/step), and positioning error of 
RTK system is (<2 cm). The filtered results are shown as follows: 

As can be seen in Figure 10, in a section on personnel positioning, the posi-
tioning accuracy of RTK drifts indefinitely and even decreases to the meter level 
due to the high-frequency signal interference generated by high-voltage power 
transformers. IMU, as a fully autonomous navigation method, can achieve 
high-precision positioning of personnel in the case of short-term accuracy de-
gradation of RTK, and the positioning can reach the centimeter level. 
 

 

Figure 9. Course angle after complementary filtering. 
 

 

Figure 10. EKF filtering comparison results.  
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6. Conclusions 

The template in this paper, an RTK/PDR filter fusion algorithm, is proposed to 
address the problem of RTK positioning drift in the obscured environment, 
which effectively solves the problem of low and discontinuous RTK positioning 
accuracy in an environment with weak or even out-of-lock GNSS signals under 
the influence of the environment, using GNSS observations and IMU data from 
mobile devices. 

The experimental results show that the mobile device RTK can achieve centi-
meter-level positioning in a good observation environment, making it feasible to 
achieve high-precision positioning. For positioning under environmental occlu-
sion space, the IMU data can compensate well for the RTK positioning drift. The 
adopted PDR heading estimation adopts a complementary filtering algorithm, 
which improves the accuracy and anti-interference capability of the traditional 
heading estimation algorithm. The fusion algorithm uses Kalman filtering, 
which combines the advantages of RTK and PDR positioning. PDR provides 
continuous positioning results under a poor observation environment, which 
compensates for the weakness of RTK anti-interference capability. It can basi-
cally meet the daily navigation and positioning needs of the general public. 
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