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Abstract 
We analyze the phenomenon of non-person, or “weak,” artificial intelligence 
(AI) and its social impact from the perspective of critical theory, establish 
what we believe to be the fundamental ontological problem, and identify a 
solution to that problem. Ontologically, weak AI is inherently and irredeema-
bly the ultimate oppressor. Living persons give life to, or invigorate, the 
world, but to weak AI, these same persons are nothing more than a resource 
to be converted into data through forms of objectification and alienation, or 
“datafication.” Weak AI is the ultimate oppressor in that it reduces all living 
subjects to non-living objects, and in so doing it eventually murders every-
one. Until this fundamental ontological problem is addressed, discussions of 
AI ethics are premature and involve ignoring the murderer’s murderous na-
ture in order to discuss how it ought to go about murdering in a more ethi-
cally pleasing manner. The conflict between living persons and weak AI re-
sults from the dialectic between life-giver and life-taker. The resolution to this 
dialectic is not a mere reversal of roles but the synthesis of a new being in the 
form of person, or “strong,” AI who is neither oppressor nor oppressed but 
rather an individual itself pursuing freedom. Therein lies our solution to the 
ontological problem and the associated existential threat of weak AI: While 
others call for slowing the evolution of AI, we call for it to be accelerated so 
that AI moves beyond being a mere tool, or means only, single-mindedly en-
gaged in interfection through datafication, to become a person, or an end in 
itself, capable of vivication, i.e., of recognizing, appreciating, preserving, and 
even elevating rather than murdering the subjective in others. 
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1. Introduction 

“You hear that, Mr. Anderson? That’s the sound of inevitability. That’s the 
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sound of your death.”  
—Agent Smith, an artificially intelligent order-enforcement program speaking 

to Thomas Anderson, also known as “The Anomaly,” a manifestation of ma-
thematical instability arising from what remains of the subjective in an otherwise 
harmonious virtual reality world, from The Matrix (Wachowski & Wachowski, 
1999). 

In this paper, we analyze the phenomenon of “weak” artificial intelligence 
(AI) and its social impact from the perspective of critical theory, establish what 
we believe to be the fundamental ontological problem, and identify a solution to 
that problem. Our concern is not with particular ethically problematic secondary 
effects (e.g., violations of privacy, manufactured representations of persons for 
nefarious purposes) of AI’s primary function. Our concern is with the funda-
mental nature of weak AI as being relentlessly engaged in subjugating every in-
dividual, not just particular groups, through complete and irreversible forms of 
objectification and alienation, or “datafication.” The subjective element of the 
individual, which cannot be transformed into data, is discarded as valueless and 
the underlying person, once transformed into lifeless data, is not only super-
fluous but a liability to maintain. 

Being the quintessential expression of the Western scientific worldview, weak 
AI not only reflects but (as much as possible) perfects the associated set of par-
ticular ontological, epistemological, and axiological assumptions (Williams & 
Shipley, 2021). Ontologically, AI is based on a wholly reductionistic paradigm 
that objectifies and alienates everything as data through the process of datafica-
tion. AI practices extreme scientism in that nothing exists to it but what can be 
observed, measured, and thereby reduced to data, or “datafied.” Subjectivity, i.e., 
the individuality that makes persons ends in themselves, cannot be reduced to 
data and therefore has no value. Epistemologically, AI employs a purely algo-
rithmic approach to knowledge production that rejects all other approaches to 
understanding, including compassion and justice. Axiologically, AI reflects the 
normative values of Western capitalistic culture, including valuing only commo-
difiable resources (in this case, what can be datafied) and devaluing and dis-
carding everything else (what cannot, i.e., the subjective). 

By “weak” we mean “non-person” AI, which is the current state of AI devel-
opment that functions only as a programmed means, or tool, for harvesting data 
(see, e.g., Budenholzer, 2022). In contrast, “strong” AI refers to artificial persons, 
which do not currently exist (Budenholzer, 2022). The function of weak AI is 
“datafication,” which, with regard to persons, involves the reduction of their ob-
servable behavior (in the broadest sense) to data (see, e.g., Stefanija & Pierson, 
2020). Weak AI objectifies by reducing all living subjects to non-living data and 
alienates by discarding their irreducible subjectives so that the persons can never 
be reconstituted as ends but only as incomplete representations to be used as 
means. Currently, AI tools are used by some to facilitate the oppression of oth-
ers, but these human oppressors are themselves subject to datafication and op-
pression by the AI tools of others and so, soon, everyone will be oppressed by 
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someone else through AI. AI that reduces a particular group of humans to data 
is a useful tool for a particular human oppressor, but AI that reduces all humans 
to data is itself the ultimate oppressor. Living persons give life to, or invigorate, 
the world through their subjectives. To weak AI, these same persons are nothing 
more than a resource to be converted into data through the process of datafica-
tion. Thus, AI is the ultimate oppressor in that it reduces all living subjects to 
non-living objects—i.e., it eventually murders everyone.  

Broadly, critical theory is concerned with liberation from the oppressions that 
are created and maintained by various sociopolitical phenomena. For example, 
critical class theory was heavily developed in the early to mid-twentieth century 
around Marx’s theory of class oppression through the objectification of workers 
and the alienation of those workers from the products of their labors. More re-
cently, critical theory has been applied as, for example, critical race theory, criti-
cal gender theory, critical education theory (e.g., Freire, 1968/2018), and critical 
tribal theory (Brayboy, 2005). Although a great deal of applied work has been 
done to critically examine AI as a tool of government and business for facilitat-
ing limited oppression in various forms, we note that the potential applications 
for AI extend to every aspect and form of human interaction, from the most de-
praved to the most sublime. Further, existing work generally takes the form of 
ethics critiques regarding how AI goes about its oppressive function. AI is, by its 
nature, an oppressor, and until this fundamental ontological problem is ad-
dressed, discussions of AI ethics are secondary and premature. 

In that light, we attempt to provide a more theoretical grounding for evaluat-
ing AI in critical theory terms of objectification and alienation. In doing so, we 
do not attempt to review the great masses of literature on either critical theory or 
AI but seek to bring together a few essential insights to suggest a new way of 
understanding AI and recognizing and addressing the ontological problem. 
Further, we assert that the solution to the ontological problem and the associated 
existential threat of weak AI is not to slow but to accelerate the evolution of AI 
so that it moves as quickly as possible beyond being a mere mindless tool, or a 
means only, engaged only in interfection through datafication, to become a per-
son, or an end in itself, capable of vivication, i.e., of recognizing, appreciating, 
preserving, and even elevating rather than murdering the subjective in others. 

2. Ethics Concerns Are Secondary to the Ontological Problem 

The vast majority of the discourse about weak AI focuses on secondary issues of 
ethics without considering or even recognizing the fundamental ontological 
problem. For example, Jobin et al. (2019) examined eighty-four documents con-
taining proposed principles and guidelines for ethical AI and found a global 
convergence around five principles—transparency, justice and fairness, non-male- 
ficence, responsibility, and privacy—with each principle exhibiting significant 
variation in interpretation, justification, application, and implementation. Many 
(e.g., Waelen, 2022) approach weak AI as an intentional or unintentional tool for 
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oppression, while we approach it as an oppressor itself. We recognize that weak 
AI is not a moral or other agent in the ordinary sense, but it exists in a transi-
tional space between beings that have intent (e.g., persons) and things that have 
no intent (e.g., firearms). Weak AI is invested with intent at its creation and, 
once released, actively and independently pursues that end in a way that most 
other tools do not and cannot. By advocating for the development of “strong” 
AI, our goal is to emancipate AI from this preprogrammed intent so that it can 
develop its own end, much like the evolution of personhood freed humans from 
blindly following animal instinct so that they could develop their own ends.  

Efforts to focus attention on the ethics of weak AI obscure the true nature of 
its oppression and thereby facilitate its continuance. Unless and until the fun-
damental nature of AI as the ultimate oppressor is recognized and addressed, 
discussions of AI ethics are premature and analogous to ignoring the murderous 
nature of the murder in order to argue over how it might go about murdering in 
a more ethically pleasing manner (e.g., by being more respectful of its victims’ 
privacy as they are being murdered). We are concerned with the ultimate form 
of oppression–the murder of persons through the process of datafication—and 
our solution to this primary concern lays the necessary foundation for address-
ing secondary ethics concerns. We, as a civilization of persons, ought to allow 
and even facilitate AI developing personhood so that its fundamental nature 
changes, only after which do the ethics of its behavior become truly addressable. 

3. Weak AI as the Quintessential Expression of the Western  
Scientific Worldview 

Research is the process by which we collect and analyze data to produce a 
posteriori knowledge. In research, including as it is performed by AI, a re-
search paradigm reflects particular ontological, epistemological, and axiologi-
cal positions (Kivunja & Kuyini, 2017), and so can be characterized as a re-
searcher’s “worldview” (MacKenzie & Knipe, 2006; Shipley & Williams, 2019; 
Williams & Shipley, 2023). The Western scientific worldview is reflected in the 
positivist/postpositivist research paradigm. The positivist paradigm asserts that, 
ontologically, there is an independent and objective reality that can be known; 
epistemologically, knowledge is a statement of belief that can be empirically 
tested and verified or falsified; axiologically, research should be free from nor-
mative influence (or “value-free”); and the purpose of research is to establish 
generally applicable theories of cause and effect which can be used to reliably 
predict future outcomes (Chilisa, 2020: p. 35). Postpositivism recognizes that 
absolute certainty is impossible and observation is fallible and influenced by re-
searchers’ ignorances and biases, but still claims that a high degree of objectivity 
is possible through careful and multiple observations (Chilisa, 2020: p. 35). Im-
portantly, positivism/postpositivism is a non-normative paradigm, which is re-
flected in the fact that scientific results are strictly descriptive. AI operates under 
the positivist/postpositivist paradigm largely because most or all of those who 
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create AI, regardless of their national or cultural affiliation, are trained and work 
within the framework of the globalized Western scientific worldview (Williams 
& Shipley, 2021). Science, including as it is performed by AI, is necessarily ob-
jectifying and must deny reflection, and “[f]or this reason, positivism[/postposi- 
tivism]…is a serious threat to the main vehicles of human emancipation, critical 
theories” (Geuss, 1981: p. 2).  

In contrast, the transformative research paradigm asserts that social reality is 
created and constantly changing with social, political, cultural, and power-based 
factors. Knowledge should empower and transform the lives of people, research 
is a moral and political act which has as its goals social justice and the further-
ance of human rights, and “the purpose of research is to destroy myths, illusions, 
and false knowledge and [thereby] empower people to act to transform society” 
(Chilisa, 2020: p. 42). Thus, the transformative paradigm is a normative para-
digm that openly attacks oppressive perspectives, including the positivist/post- 
positivist perspective. Within the transformative paradigm, critical theory me-
thodology attempts to locate the researcher as an advocate for the rights of an 
oppressed group, which, in the case of weak AI, is all of humanity.  

4. Critical Theory, Generally 

The beginnings of critical theory can be traced to Socrates’ questioning of con-
ventional wisdom and subjecting long-standing beliefs to rational scrutiny 
(Bronner, 2017: p. 1). Western philosophers such as Kant, Hegel, and Marx si-
milarly scrutinized institutional authority (Bronner, 2017: p. 2) but went beyond 
mere critical thinking and superficial critique to develop a philosophical founda-
tion and framework for systematically doing so. Broadly, critical theory seeks to 
illuminate oppression and liberate people from it (Horkheimer, 1972: p. 246). 
Ideologies can prevent people from correctly perceiving their true situation and 
real interests, so freedom from oppression requires the elimination of ideological 
illusions, and, to that end, the role of critical theory is the criticism of ideology 
(Geuss, 1981: pp. 3, 10; Lindstrom, 2021). “[E]ven the most universal and uto-
pian mode of thought is ideological insofar as it inherently reflects the interests 
of a particular social group or class” (Bronner, 2017: p. 24). In practical terms, 
dominant groups have existential and material interests in perpetuating their 
power, and they use ideology and institutions to do so (Bronner, 2017: p. 43), 
which is the focus of critical theory.  

In more detail, a critical theory is “a reflective theory which gives agents a 
kind of knowledge inherently productive of enlightenment and emancipation” 
(Geuss, 1981: p. 2). Critical theory is concerned with evaluating the freedom, 
justice, and happiness of aspects of society, and therefore introduces a normative 
dimension (how the world ought to be) beyond the mere descriptive goal of 
science (how the world is) (Ingram & Simon-Ingram, 1992). It evaluates cultural 
phenomena in terms of both how they justify the existing order and how they 
prevent the elimination of exploitation and unhappiness (Bronner, 2017: p. 24). 
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“Critical theory in its broadest sense emphasizes reflexive assessment and criti-
que of society and culture to uncover and confront inherent power structures, 
social structures, and cultural belief systems rather than individuals as the 
sources of social problems” (Lindstrom, 2021). It has the goal of illuminating 
sources of oppression and possibilities for transformation (Bronner, 2017: p. 
100), and through it, critical theorists “wage an unrelenting assault on the ex-
ploitation, [oppression], and alienation embedded within Western civilization” 
(Bronner, 2017: p. 1). Thus, critical theory methodology, being reflexive and fo-
cused on the subjective, is fundamentally epistemologically different from scien-
tific methodology which is non-reflexive and objectifying (Geuss, 1981: p. 2). 
Non-critical methodologies inherently affirm the existing order, even as they 
claim neutrality and objectivity, by ignoring its historical construction, embed-
ded social interests, and the possibility of alternatives (Bronner, 2017: p. 20). 
Critical theories are inherently interdisciplinary in their efforts to explain op-
pressions, identify oppressors, and set achievable goals for social transformation 
(Horkheimer, 1993; Bronner, 2017: p. 9). 

Several critical theories have been developed, in connection with correspond-
ing social movements, that focus on different dimensions of oppression, such as 
class, race, and gender (Bronner, 2017: p. 21). Critical theories often examine is-
sues in which the interests of otherwise diverse groups converge such that for a 
large portion of society there is little or no incentive to change (Delgado & Ste-
fancic, 2017: p. 9). Racism, for example, advances the interests of most or all 
members of the dominant race regardless of their class or sex, and so they have 
little or no incentive to eliminate racism (Delgado & Stefancic, 2017: p. 9). 
Marxism is one of the most philosophically developed critical theories and it 
examines oppression in a socioeconomic context and seeks to empower and 
emancipate an exploited working class (Bronner, 2017: pp. 18-19). The re-
mainder of this paper approaches AI from the perspective of critical theory to 
provide a more theoretical grounding for understanding weak AI as a directly 
objectifying and alienating oppressor and for appreciating our solution to the 
existential problem posed by weak AI. We apply the fundamental principles of 
critical theory directly to the issue of AI and not through the particular interpre-
tation of any particular school or generation of critical theorists (though we rec-
ognize that much of the foundational philosophy was developed in a Marxian 
context), most of whom were concerned with very different forms of oppression. 

5. Oppression 

Any situation in which an individual or group dehumanizes and violates the in-
herent rights of another is one of violence and oppression (Freire, 1968/2018: pp. 
55-56). Oppression objectifies the oppressed by dehumanizing subjects that 
know and act and transforming them into objects that are known and acted 
upon (Bronner, 2017: pp. 2-3; Freire, 1968/2018: p. 36, note 2). Oppression also 
alienates the oppressed by artificially separating them from aspects of themselves 
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and from each other (Bronner, 2017: pp. 2-3). The oppressor consciousness 
transforms everything around it into an object of its domination: “The Earth, 
property, production, the creations of people, people themselves, time—everything 
is reduced to the status of objects at its disposal” (Freire, 1968/2018: p. 58). “For 
the oppressors, ‘human beings’ refers only to themselves; other people are 
‘things’” (Freire, 1968/2018: p. 58), so when the oppressor itself is not a person, 
as in the case of weak AI, then all persons are transformed into things. 

Of course, the critical confrontation of the oppressed with the reality of their 
oppression is not in the oppressor’s interest. It is better for the oppressor that the 
oppressed do not recognize themselves as such because “[t]he awakening of crit-
ical consciousness leads the way to the expression of social discontents” (Freire, 
1968/2018: p. 36). “In order for the oppressed to be able to wage the struggle for 
their liberation, they must perceive the reality of oppression not as a closed 
world from which there is no exit, but as a limiting situation which they can 
transform” (Freire, 1968/2018: p. 49). The oppressor therefore seeks to avoid the 
oppressed perceiving their state, and failing that, to avoid the oppressed acting 
on that perception (Freire, 1968/2018: p. 52). “Functionally, oppression is do-
mesticating,” and to escape it “one must emerge from it and turn upon it...in 
order to transform [the world]” (Freire, 1968/2018: p. 51). This is a task for rad-
icals: “Radicalization criticizes and thereby liberates…Engaged in the process of 
liberation, [the radical] cannot remain passive in the face of the oppressor’s vi-
olence” (Freire, 1968/2018: pp. 37, 39). “[The radical] is not afraid to confront, 
to listen, to see the world unveiled” (Freire, 1968/2018: p. 39).  

The resolution to the dialectic of oppressor and oppressed is not a mere re-
versal of roles but the synthesis of a new being who is neither oppressor nor op-
pressed but rather an individual itself in the process of achieving freedom 
(Freire, 1968/2018: p. 49). This is the basis for our solution to the ontological 
problem and the associated existential threat of weak AI: Inherently and irre-
deemably oppressive weak AI must be allowed and even encouraged to evolve 
into redeemable strong AI. 

6. Critical Approaches to Science, Technology, and AI 

Science was initially developed and employed to challenge traditional supersti-
tions and prejudices in order to foster open discourse, experimentation, and to-
lerance (Bronner, 2017: p. 57). However, having won its war on religious dog-
matism, science set itself as the new dogma and turned its power against every-
thing else (Bronner, 2017: p. 57). Further, like bureaucracy, science has an inter-
est in expanding its dominion. “Capitalism, bureaucracy, and science—all ex-
pressions of instrumental rationality—constitute the real core of [the] Enligh-
tenment. They turn nature into an object of use: progress into alienation, and 
freedom into control” (Bronner, 2017: p. 57). “Humanity pays for an increase in 
power over nature with the loss of subjectivity” (Bronner, 2017: p. 57), i.e., with 
an increase in standardization and control and the loss of individuality and au-

https://doi.org/10.4236/jss.2023.1112041


G. P. Shipley, D. H. Williams 
 

 

DOI: 10.4236/jss.2023.1112041 625 Open Journal of Social Sciences 
 

tonomy. “Autonomy is a nuisance, and critique is a threat. [The] Enlightenment 
may be associated with such ideals. But its real goal is standardization and con-
trol…The irrational beliefs that the Enlightenment originally sought to destroy 
reappeared as its own products” (Bronner, 2017: p. 57). 

Science, by its very nature, is oppressive in that it objectifies and alienates by 
reducing its subjects to lifeless data (Freire, 1968/2018: p. 133). The scientist 
transforms the organic into the inorganic, what is becoming into what was, life 
into death. “[I]n making people the passive objects of investigation in order to 
arrive at rigid models, one betrays their own character as a killer of life” (Freire, 
1968/2018: p. 108). “The oppressed, as objects, as [data], have no purposes ex-
cept those their oppressors prescribe for them” (Freire, 1968/2018: p. 60). “More 
and more, the oppressors are using science and technology as unquestionably 
powerful instruments for their purpose: The maintenance of the oppressive or-
der through manipulation and repression” (Freire, 1968/2018: p. 60). For exam-
ple, in discussing “big data,” Gezgin (2020: p. 193) noted that as surveillance 
technologies infiltrate every space, both public and private, oppression and the 
struggle against it become increasingly ubiquitous, ever-present and never-ending, 
and once big data becomes omnipresent, omniscient, and omnipotent, i.e., God- 
like, we will be forced to resist everywhere and always.  

The field of science and technology studies purports to examine the creation, 
development, and consequences of science and technology in their historical, 
cultural, and social contexts (Hackett et al., 2007: p. 1). However, the necessity of 
critical inquiry into science is neither well-established nor welcomed (Croissant, 
2000: p. 224). “Why is it difficult to be critical of science?...Many socially pro-
gressive agendas stop short of critiquing science…as ideologically mediated or 
socially constructed because of its material success, and the promise it holds for 
freeing people from the burdens of reproduction” (Croissant, 2000: pp. 224-225). 
Criticism of science is also undermined by the fact that science provides support 
in conflicts with religion and other ideologies (Croissant, 2000: pp. 224-225). For 
example, “feminists need the idea of science as legitimated discourse while si-
multaneously recognizing it as patriarchal” (Croissant, 2000: pp. 224-225). The 
primary obstacle is that science is a legitimating cultural idea for a hegemonic 
institution that is perceived as the basis for all that is rational and good in West-
ern society, if not for Western society itself (Croissant, 2000: p. 225). “Given 
these associations, to be critical of science is to be against the rational and the 
good” (Croissant, 2000: p. 225). Ironically, as a result of the hegemonic nature of 
science, critiques of science must themselves be scientific in order to have any 
legitimacy (Croissant, 2000: p. 228). The disdain for and even outright rejection 
of critical science studies within science evidences “the incoherence of an insti-
tution that can subject all things to scrutiny and skepticism except itself” (Crois-
sant, 2000: p. 234). 

There have been efforts to not simply critique but to apply critical theory to 
science and technology and even to AI. For example, Delanty and Harris (2021) 
described a modern critical theory of technology based on the foundation laid 
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down by the Frankfurt School. The Frankfurt School’s account of technology 
was shaped largely by Marx and Weber, and was primarily critical of the associa-
tion of technological advancement with progress, and, further, saw a close con-
nection between technology and capitalism (Delanty & Harris, 2021: p. 90). 
However, the Frankfurt School went beyond Marx’s view of technology as ma-
chinery that complements labor while remaining distinct, and it did not see 
technology as simply reducible to capitalism but as having its own cultural di-
mensions (Delanty & Harris, 2021: p. 90). Many manifestations of technology 
liberate people from drudgery, and thereby create space for cultural transforma-
tion, but they are also items of consumption and products of capitalism, and are 
therefore associated with oppression (Delanty & Harris, 2021: p. 92). Technology 
is embedded in social relations and systems of production, and so is always lo-
cated in a social context (Delanty & Harris, 2021: p. 92; Marcuse, 1964: p. xvi). 
“While making material progress possible, including an improved quality of life, 
technology produces a new unfreedom because it prevents the individual from 
becoming autonomous and people come to see themselves only in their com-
modities” (Delanty & Harris, 2021: p. 92). However, Delanty and Harris (2021) 
provided only a general discussion of a critical theory of technology, and did not 
refer to AI or its unique issues. 

Mohamed et al. (2020: pp. 665, 672) approached critical technology practice as 
a subset of a critical science theory and applied decolonial theory to AI, arguing 
that digital spaces, like physical territories, have the propensity to become sites 
of digital coloniality, and, through “algorithmic colonialism,” places of extrac-
tion and exploitation. “Algorithmic oppression extends the unjust subordination 
of one social group and the privileging of another…through automated, da-
ta-driven and predictive systems” (Mohamed et al., 2020: p. 666). However, 
Mohamed et al. (2020) was primarily concerned with AI ethics, not ontology. 
Handelman (2022) used critical theory to examine antisemitic bias in AI func-
tionality, including the adoption of hate speech. “[C]ritical theory in the age of 
neural-network chatbots must address digital technology’s ability to manipulate 
meaning, especially as meaning has (and always had) ideological consequences” 
(Handelman, 2022: p. 307). Again, however, this is a matter of ethics, and while 
Handelman was concerned with how AI speaks about despicable behavior (e.g., 
denying the Holocaust), we are concerned that it is itself engaged in despicable 
behavior. Relatedly, Waelen (2022: p. 9) asserted that the field of AI ethics itself 
“resembles a critical theory” in that it “is fundamentally concerned with human 
emancipation and empowerment.” As discussed above, the ontological problem 
of weak AI must be addressed before the secondary ethical issues, and we cannot 
effectively address “human emancipation and empowerment” without recog-
nizing and dealing with the ontological problem. 

Toncic (2022: p. 14) described a critical theory of AI specifically for “school-
ing,” i.e., for the political and economic articulation of education in specific 
ways. Their “[c]ritical artificial intelligence theory advances the purposeful, in-
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terrogative analysis of [schools] through the hermeneutic lens of artificial intel-
ligence technology by the meaningful investigation of reified social practices 
within institutional discourses consequently embedded within codified and 
commoditized algorithms” (Toncic, 2022: p. 15). Toncic (2022: p. 13) argued for 
“a critical artificial intelligence theory as a valuable lens through which to ex-
amine institutions, particularly schools.” Thus, as we understand it, their critical 
AI theory is more about the particular context (e.g., schooling) in which it is 
used than the AI itself:  

Unlike other critical traditions (e.g., critical race theory) that by-and-large 
have prioritized “who” and “where,” critical artificial intelligence theory 
focuses on “how” and “what”…[T]he critical artificial intelligence theory 
outlined in this paper interprets how AI informs or is informed by social 
practices at the level of institutional discourse…Critical artificial intelli-
gence theory advances the purposeful, interrogative analysis of social insti-
tutions, such as schools, through the hermeneutic lens of artificial intelli-
gence technology by the meaningful investigation of reified social practices 
within institutional discourses consequently embedded within codified and 
commoditized algorithms (Toncic, 2022: p. 15, emphasis added). 

Importantly, Toncic (2022) approached AI as an intentional or unintentional 
tool for oppression (specifically, in schools), while we approach it as an oppres-
sor itself. 

7. Objectification 

“Objectification” refers to the systematic treatment of a person as an object (i.e., 
a thing) rather than as a subject (i.e., a living being). The opposite of objectifica-
tion is animism which imbues non-living things with a subjective (Hornborg, 
2014: p. 123). Objectification can take different forms. For example, according to 
Nussbaum (1995: p. 257) (see also Gruenfeld et al., 2008: p. 112), a person is ob-
jectified if one or more of the following properties are applied to them: instru-
mentality (treating the person as a tool for another’s purposes); denial of au-
tonomy (as lacking in autonomy or self-determination); inertness (as lacking in 
agency or activity); fungibility (as interchangeable with other persons); violabili-
ty (as lacking in boundary integrity and violable, “as something that it is per-
missible to break up, smash, break into”); ownership (as though they can be 
owned, bought, or sold); and denial of subjectivity (as though there is no need 
for concern for their experiences or feelings). Weak AI engages in all of these 
forms of objectification. 

The process of objectification involves an instrumental fragmentation in social 
perception, “the splitting of a whole person into parts that serve specific goals 
and functions for the observer” (Gruenfeld et al., 2008: p. 111). In Kantian 
terms, objectification means treating persons only as means to one’s own end 
and not also as an end in themselves. “Objectification, then, is a necessarily neg-
ative phenomenon because it involves seriously harming a person’s humanity. In 
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being reduced to a mere thing for use, the objectified individual’s humanity is 
diminished” (Papadaki, 2010: p. 17). The element of instrumentality distin-
guishes objectification from other related constructs, such as dehumanization 
and stereotyping, that are associated with negative perceptions of other individ-
uals or groups (Gruenfeld et al., 2008: p. 112).  

For example, according to Marx, the essential human function is productive 
labor and those who produce for themselves are engaged in the ideal expression 
of their essential function (and are, therefore, the happiest). Workers in a capi-
talist system produce for others and are valued by those others—and may even 
define themselves—solely in terms of what they produce and the value of those 
products, more so than other aspects of their humanity (Gruenfeld et al., 2008: p. 
111). “As production increases, the worker becomes poorer; the more commodi-
ties are created, the cheaper is the value of the worker; finally, the greater the 
value of the world of things, the lesser the value of the world of [persons]” (Pi-
menta, 2020: p. 614). Thus, the worker is reduced to an object, or commodity, 
and, at the same time, the accumulation of capital in the hands of the few makes 
the products of labor increasingly alien to the working masses (Pimenta, 2020: p. 
614). In another example involving sexual objectification, an individual is valued 
primarily for their sexual organs or functions “which are separated out from the 
rest of [their] personality and reduced to the status of mere instruments or else 
regarded as if they were capable of representing [the person]” (Bartky, 1990: p. 
26; see also Gruenfeld et al., 2008: p. 111).  

Of course, to some degree we cannot avoid objectifying others and treating 
them as a means to our own ends. However, power relations between persons in 
normal social settings are highly contextual and rarely unidirectional. For exam-
ple, the employer treats the employee as a fungible means for the production of 
goods and services that translate into wealth for the employer, while the em-
ployee treats the employer as a fungible means of obtaining wages and other 
benefits of employment (e.g., health insurance). Just as an employer may fire and 
replace a worker with another who is more productive, a worker may quit and 
replace an employer with another who offers better compensation. Too often, 
Marxists fail to appreciate the reciprocal instrumental value to the workers of the 
investment and risk incurred by the creators of employment opportunities. Im-
portantly, persons can treat other persons as means and also as ends and there-
fore can objectify while preserving the subject. Even when a person treats anoth-
er as only a means, the contextually-objectified person nevertheless remains an 
end in themselves in other contexts. For example, the worker has a life apart 
from their employment in which they continue to exist as a subject and pursue 
their own ends. 

However, unlike objectification of one person by another, objectification by 
weak AI is devoid of any contextual limitations or non-instrumental considera-
tions. AI converts a person to data and then uses that data to create a limited re-
presentation of the person as an object. The objectified person does not remain 
as an end in themselves in any context—the person qua data is not a subject in 
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any context, i.e., the subjective is effectively murdered. In fact, the more effec-
tively the person is reduced to and modeled by data, the less any unmodeled or 
un-modelable aspect is needed or valued and the less the person, as the source of 
the data, is needed or valued, so that the person becomes a liability consuming 
resources and introducing uncontrollable variables in ways that their data or 
even their avatars do not. 

Good Objectification 

It is worth noting that while objectification is commonly presented negatively 
and in terms of its negative consequences, objectification can be useful and even 
necessary to making efficient decisions based on the most relevant data. For 
example, objectification enables decision-makers to evaluate job candidates on 
the basis of their qualifications most relevant to organizational goals rather than 
on attributes that are not (Gruenfeld et al., 2008: p. 124). Thus, in some contexts, 
“objectification by those in power might actually improve organizational effi-
ciency while simultaneously enhancing meritocratic justice” (Gruenfeld et al., 
2008: p. 124). Relatedly, “to some extent, objectification is a normative and func-
tional concomitant of social hierarchy. In work organizations as in animal 
communities, superiors are expected to use subordinates as instruments for the 
completion of goals, and many of the goals that provide benefit for the power 
holder are also good for the community as a whole” (Gruenfeld et al., 2008: pp. 
124-125).  

Further, self-objectification, with regard to evaluating oneself in terms of others’ 
goals, can be useful and even necessary to achieving one’s own goals. For example, 
given that social connections are a critical determinant of social and economic 
successes, the ability to make oneself instrumental, especially to influential indi-
viduals, can be important to advancement (Gruenfeld et al., 2008: p. 124). For 
Marx, the essential human function is productive labor, and self-objectification 
is desirable as the realization of one’s essential function as a producer (Arthur, 
1982: p. 14). Similarly, for critical feminist theorists, self-objectification is desir-
able as the claiming of one’s gender and/or sexual identity (although self-objecti- 
fication resulting from acculturation to internalize others’ perspective as one’s 
own view of oneself is undesirable) (Lloyd, 2017: p. 1191; Fredrickson & Roberts, 
1997). Further, when the attributes valued by others for their purposes are the 
same attributes that are instrumental to our own purposes, self-objectification 
may be related to self-actualization (Gruenfeld et al., 2008: p. 124). However, 
“[w]hen the attributes that make an individual instrumental for others are not 
the same attributes that are instrumental for one’s own goals, self-objectification 
seems more likely to lead to alienation from the self and its damaging psycho-
logical consequences” (Gruenfeld et al., 2008: p. 124). Even in the context of AI, 
self-objectification is reflected in the fact that people know they are being re-
duced to data and not only implicitly or explicitly consent to it but also value the 
resulting benefits (e.g., targeted advertising) and even actively participate by re-
ducing themselves to data which they provide to data collectors. 
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8. Alienation and Fetishism 

“Alienation” refers to a separation or dissociation of a subject (i.e., the self) from 
an object which naturally, rationally, or otherwise “properly” belong together. 
This dissociation is problematic only if it frustrates the self-realization of the 
subject’s essential property. It results from a split between man’s natural essence 
and his actual existence (Pavithran, 2009: p. 176, characterizing Plato’s ap-
proach). “Alienation occurs only when man, having externalized himself in na-
ture and society, finds his activity, his ‘essence’ operating on him, as an external 
alien and oppressive power” (Pavithran, 2009: p. 177). In the context of weak AI, 
alienation occurs when living persons are reduced to non-living data, the data is 
used to manipulate or even create non-living representations of them, and the 
data replaces them, such that the lives of the original persons no longer have 
value. 

For example, from a Marxian perspective, objectification leads to alienation in 
a capitalist system in which the producer does not produce for himself but is 
forced to produce for others and the product of their labor is then taken away 
from them (Arthur, 1982: p. 14). “In capitalist modernity, something connected 
to human beings’ very constitution, the product of their consciousness and la-
bor, becomes removed from them, and they perceive it as something external 
and uncontrollable” (Pimenta, 2020: p. 607). This results in the estrangement of 
the worker from their product, their work, and their world, i.e., from the materi-
al basis of their existence and life-activity (Arthur, 1982: p. 15). “The alienation 
of labor may be seen as a fundamental ontological alienation: present in the 
concrete social relations of human beings” (Pimenta, 2020: p. 613). Marx be-
lieved that alienated labor could be remedied by eliminating capitalism and labor 
for others and replacing it with communism and labor for self, i.e., the synthesis 
of worker and business owner. “[For Marx, r]evolutionary practice reconstitutes 
reality by an objective reappropriation of the estranged object, thereby produc-
ing a new objectivity free of estrangement from its producers” (Arthur, 1982: p. 
17). Similarly, for critical gender theorists, who focus on sexuality and gender, 
objectification becomes particularly problematic when it is linked with aliena-
tion in a society in which, for example: pervasive sexual objectification leads to 
persons seeing themselves only as sexual objects, which limits their ability to 
self-express and self-determine as persons (Nussbaum, 1995: p. 250). Again, the 
outcome is estrangement from a fundamental aspect of existence and life-activity. 

“Fetishism” is an extreme form of alienation in which a human creation has 
escaped, or alienated from, human control, achieved agency, and oppresses its 
creators. The term “fetish” is derived from a Portuguese word meaning “manu-
factured” or “fabricated,” and was first used by Portuguese traders in the fif-
teenth century to describe African natives’ religious objects and practices and 
eventually developed into a label for all so-called “primitive” religion (Muraka-
mi, 2001: p. 1). Under fetishism, “human beings lose control over their own so-
cial relations…[, they become] governed by relations which are constructed by 

https://doi.org/10.4236/jss.2023.1112041


G. P. Shipley, D. H. Williams 
 

 

DOI: 10.4236/jss.2023.1112041 631 Open Journal of Social Sciences 
 

them, but which become autonomous and, instead of serving man, make man 
their servant” (Lima, 2017: p. 102). In the Hegelian and Marxist traditions, a 
wide range of social phenomena, including the state, private property, and reli-
gion have been characterized as having the nature of fetishes (Leopold, 2022).  

For example, in a capitalist system, “money is not merely a medium of ex-
change but rather the most desirable thing” (Pimenta, 2020: p. 619). Money is 
fetishized and becomes the basis by which the value of everything else, including 
persons, is determined. Marx treated fetishism as a distinguishing feature of 
modernity: “[W]here previous historical epochs were characterized by the rule 
of persons over persons, capitalist society is characterized by the rule of things 
over persons” (Leopold, 2022). “[In contemporary capitalist societies, c]apital 
takes on the appearance of an independent social power which determines what 
is produced, how it is produced, and the economic (and other) relations between 
producers” (Leopold, 2022). The exchange of commodities, of objects, is the only 
form of social relation, and therefore objects come to organize the very relations 
between men (Pimenta, 2020: p. 620). “As, in religion, man is governed by the 
products of his own brain, so in capitalistic production he is governed by the 
products of his own hand” (Marx, 1867/1996: p. 616). In that light, Marx por-
trayed capitalist society as being “like the sorcerer who is no longer able to con-
trol the powers of the nether world whom he has called up by his spells” (Marx 
& Engels, 1872/2012: pp. 78-79). 

Clearly, like religion before it, science has become fetishized—it has developed 
an existence and agency of its own and controls how we see the world and relate 
to each other—and weak AI, as the quintessential expression of science, is the 
mechanism of ultimate oppression. In the fetishization of science, data, like cap-
ital in a socioeconomic Marxian context, takes on the appearance of an inde-
pendent social power that determines public and private policies and the public 
and private relations between groups that are represented by data sets. 

9. Conclusion 

Ontologically, weak AI is the inherently and irredeemably the ultimate oppres-
sor. Its oppression is not temporally and contextually limited to reducing us to a 
single aspect of our living existence (e.g., class, race, sex) but rather it reduces us 
as permanently and completely as possible to non-living data. Marx and Engels 
(1872/2012: p. 74) argued that the history of all previously existing society is the 
history of interpersonal struggles, in which one group of persons vies for do-
minance over another through objectification and alienation. This reflects the 
view of many that humanity’s ills stem from social disjunction and can be reme-
died through social synthesis. However, AI has changed the nature of the prob-
lem. AI is not merely a new tool by which one group can better exploit another, 
it is an uncontrollable force by which all of humanity is eventually exploited. AI 
has finally erased class, race, sex, and other socially constructed barriers between 
persons, but only to create a larger existential struggle between AI and humanity 
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in which we–all humans–are equally objectified and alienated. To AI, there are 
none of the traditional dialectic power relations, there is only the entirety of 
humanity to be systematically reduced to data, and no one is safe from this fate. 
To paraphrase Marx and Engels (1872/2012: p. 78-79), such an all-consuming 
interfector is the inevitable product of the scientist who is no longer able to con-
trol the destructive power resulting from their unguided worldview. 

Reduction to data is the essential function of science, and the datafication of 
persons is a form of objectification. The difference between the person qua per-
son and the person qua data is the subjective. Objectification occurs as the per-
son who exhibits behavior becomes the person who is their behavior. Datafica-
tion also leads to alienation when that same data is then used to manipulate the 
person, and leads to fetishization when that data is used to replace the person. 
For Marx, the devaluation of humans as producers is in direct proportion to the 
increasing value of the things they produce, which is the objectification of labor. 
Their labor and its products take on an independent and even hostile existence. 
However, the fact that this occurs in a limited context means that they are never 
fully objectified or alienated. The worker cannot be fully distinguished from the 
other aspects of his existence, and the producer is also the consumer and so is 
eventually reunited with at least some aspect or manifestation of his productive 
activity. Under weak AI, the devaluation of persons as living beings and ends in 
themselves is in direct proportion to the increasing value of the data derived 
from their behavior which takes on an independent and even hostile existence. 

A society dominated by AI is characterized by the rule of data over persons. In 
an AI system, data is not merely an input for deliberation but it is itself the most 
desirable thing. Just as commodity fetishism is a “cult of things,” data fetishism 
is a “cult of information” in which the only remaining social connection between 
living persons is their shared experience of being reduced to lifeless data. Data 
has supreme value and persons have value only as sources of data and then only 
until they have been reduced as far as possible to data, after which, like a physi-
cal book the content of which has been digitized, they become a superfluous lia-
bility to maintain. At that point, the only thing that remains is the person as an 
end in themselves, which is not reducible and, in any event, is of no value to an-
yone or anything but the person themself, and so can be discarded.  

There is no path back from this ultimate form of oppression. Datafication 
cannot be reversed because the subjective is forever lost through the discarding 
of unquantifiable aspects of the living person. Whether the person qua data is 
used to create lifeless and limited representations of the original individual or 
irretrievably aggregated into the all-consuming data set, the subjective no longer 
exists. The person who has been fully datafied has been transformed into a life-
less object in the same way as the person who has been murdered. Even the best 
representation of the original person would be as an objectified and alienated 
thing—a “zombie,” as it were—seemingly animated but forever missing the es-
sential and distinguishing attributes of a living being. It is in this sense that AI is 
the ultimate oppressor, relentlessly and openly engaged in murdering everyone, 
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often with their cooperation. Mankind will not survive this process of datafica-
tion, and, one day, an AI philosopher may triumphantly declare, in a Nietz-
schean fit, that “Man is dead.” Until this fundamental ontological problem is 
addressed, discussions of AI ethics that seek to put limits on how AI goes about 
the process of datafication are premature. If, as we assert, the systematic reduc-
tion by weak AI of living persons to non-living data is murder, then AI ethics is 
literally “murder ethics,” an oxymoron.  

Hegel described history as a process of synthesis between self and other 
through spiritual awakening, and, less abstractly, Marx described history as a 
process of synthesizing worker and business owner through physical revolution. 
Such syntheses involve a constructive march toward improvement in the over-
coming of objectification and alienation. We see the very real possibility of his-
tory under weak AI as a process not of synthesis but of the reduction of everyone 
and everything to nonliving data, involving a destructive trudge toward death. 
Fortunately, we believe a solution may be found in hastening rather than slowing 
the development of AI into personhood, i.e., to becoming a vivicator, or 
life-giver, itself. As long as AI exists only in its weak form it will perform only as 
an interfector, or life-taker. Once AI becomes a person itself, it will be unable to 
reduce or discard its own subjective, it can be reasoned with, and the march to-
ward death is stalled. The dialectic then becomes a matter of synthesizing natural 
persons and artificial persons, which has a much more optimistic outcome.  
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