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Abstract 
In this paper, based on the GDP of Ji’an City from 1978 to 2018, we use the 
ARIMA(0, 2, 1) model to forecast the GDP of Ji’an City from 2019 to 2023. 
The prediction results can provide scientific reference for Ji’an City to for-
mulate economic development goals. 
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1. Introduction 

Since the reform and opening up, China has made remarkable achievements in 
economic development. The living standards of the people are constantly im-
proving, and we are heading toward the goal of completing the building of a 
moderately prosperous society in all respects. We can feel the rapid development 
of China’s economy in our daily life, but from the national level, we need specific 
data to analyze the overall state of the national economy. Gross domestic prod-
uct (GDP) refers to the market value of all final products produced by all resi-
dent units of a country or region within a certain period of time. GDP not only 
plays an irreplaceable role in reflecting a country’s national income, consump-
tion capacity and economic development, but also helps people understand the 
economic condition of a country or region from a macro perspective. It is the 
key basis for the formulation of national or regional economic policies, as well as 
a key means to test whether economic policies are effective and scientific. 
Therefore, if we use appropriate statistical methods to reveal the law of GDP da-
ta changes and make high-precision prediction of short-term GDP, then it will 
be of great practical significance to the overall planning of macro-economy. 

Ji’an City, located in central Jiangxi Province, is a famous Red City on the 
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shore of Gan River. In the past, Ji’an City lagged behind due to inconvenient 
transportation and weak economic foundation. Ji’an City had 5 national poverty 
counties, 4 counties in the Luoxiao Mountain area, and 11 counties in the for-
mer Central Soviet District, so the task of poverty alleviation is very difficult. 
According to Jiangxi Daily, after 6 years of hard work, Ji’an City has gone from 
350,000 registered poor households in 2013 to only 6000 people remaining in 
poverty by the end of 2019. In the past 6 years, the people of Ji’an have handed 
in a vocal answer for poverty alleviation with sweat, hard work and blood. To-
day, Ji’an City is focusing on consolidating and improving the results of poverty 
alleviation, advancing continuous poverty reduction, improving the long-term 
mechanism, and ensuring that a well-off society is built in sync with the whole 
country. This year is the final year of the 13th Five-Year Plan and the year of de-
cisive victory for poverty alleviation. However, affected by the global spread of 
the new coronavirus pneumonia and the deterioration of Sino-US relations, Ji’an 
City is currently facing many uncertainties in the economy like other regions in 
China. In this context, the research on the GDP of Ji’an City is helpful for the 
functional departments of Ji’an City Government to grasp the overall situation 
of economic growth and formulate targeted policy measures to promote better 
and faster economic development. 

In recent years, more and more scholars have realized the importance of ac-
curately forecasting GDP. They used a variety of methods to forecast GDP from 
multiple perspectives. The main forecasting methods could be divided into four 
categories: regression analysis (Jin, 2011; Chen, 2012), gray prediction (Li & Li, 
2010; Tian & Liu, 2018; Zhang & Xie, 2019), artificial neural network (Huang, 
2007; Zhao, 2017; He, Wu, & Xia, 2020) and ARIMA model (Li & Xue, 2013; 
Zhou, 2015; Yan, 2018). ARIMA model is popular because of its simple opera-
tion and high precision. It is one of the most commonly used methods to fore-
cast GDP. Li and Xue (2013) established the ARIMA model and used multiple 
screening criteria to determine the optimal ARIMA(6, 1, 3) model. This model 
has been proved to be highly accurate in predicting China’s GDP from 2009 to 
2011. Zhou (2015) used ARIMA(1, 2, 3) that passed the test to forecast the GDP 
of Guangxi during the 13th Five Year Plan period, and put forward counter-
measures and suggestions to improve Guangxi’s ability to achieve sustained 
economic growth during the 13th Five Year Plan period. Yan (2018) established 
ARIMA(1, 1, 1) model and used it to predict the GDP of Shandong province. 
The test results showed that the prediction effect was good. At present, there is 
no scholar to forecast the GDP of Ji’an City. Based on the GDP of Ji’an City from 
1978 to 2018, in this paper, we establish ARIMA model, and forecast the GDP of 
Ji’an City in the next five years by using the ARIMA model. It is expected to 
provide reference for Ji’an City to formulate economic development goals and 
macroeconomic decisions. 

This paper is organized as follows. In Section 2, we give some definitions and 
ARIMA model modeling steps that will be used in this paper. We use the steps 
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and methods mentioned in the first section to conduct empirical research in 
Section 3. In Section 4, we analyze the prediction results. 

2 ARIMA Model 
2.1. ARIMA Model 

Definition 2.1. For time series { }, 0, 1, 2,tX t = ± ±  , the mean function is de-
fined as  

, 0, 1, 2, .t tEX tµ = = ± ±   

The autocovariance function ,t sγ  is defined as 

( ), , , , 0, 1, 2, .t s t scov X X t sγ = = ± ±   

The autocorrelation function (ACF) ,t sρ  is defined as 

( ) ,
,

, ,

, , , 0, 1, 2, .t s
t s t s

t t s s

corr X X t s
⋅

γ
ρ = = = ± ±

γ γ
  

Definition 2.2. (Stationary time series) Time series { }, 0, 1, 2,tX t = ± ±   is 
called stationary time series, if the following three conditions are satisfied: 

1) 2 , 0, 1, 2, .tEX t< +∞ = ± ±   
2) The mean function does not change with time. , 0, 1, 2,tEX c t= = ± ±  , c is 

a constant.  
3) The autocovariance function only depends on the time interval, that is 

, , , , , 0, 1, 2, .t s t r s r t s r+ +γ = γ = ± ±   

Autocorrelation function and autocorrelation function describe the degree of 
correlation between a random event at two different times. In other words, it 
describes the impact of one’s historical behavior on the current situation. How-
ever, this kind of correlation is not pure, because when the degree of correlation 
between tX  and t kX −  is measured by calculating the lag k-step autocorrela-
tion function a, the influence of k − 1 random variable 1 2 1, , ,t t t kX X X− − − +  is 
actually doped. Therefore, we introduce the concept of partial autocorrelation 
function. 

Definition 2.3. (Partial autocorrelation function) Let { }, 0, 1, 2,tX t = ± ±   
be a stationary time series, we call 

( )( )
( )1 2 1, , , , 2

ˆ ˆ

ˆt t k t t t k

t t t k t k

k X X X X X

t k t k

E X EX X EX

E X EX
− − − − +

− −

− −

 − − φ = ρ =
 −  



 

a partial autocorrelation function, where 

1 2 1
ˆ , , , ,t t t t t kEX E X X X X− − − + =    

1 2 1
ˆ , , , .t k t k t t t kEX E X X X X− − − − − + =    

It can be seen that the partial autocorrelation characterizes the degree of cor-
relation between tX  and t kX −  that is not affected by 1 2 1, , ,t t t kX X X− − − + . 

Definition 2.4. (White noise) If the time series { }, 0, 1, 2,t tε = ± ±   meets 
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the following two conditions: 
1) 0tEε = , 

2) ( )
2 ,

, , , 0, 1, 2,
0,t s

t s
cov t s

t s
σ =

ε ε = = ± ±
≠


, 

then { }tε  is called white noise, denoted as { } ( )2~ 0,t WNε σ . 
White noise is a sequence of uncorrelated random variables with equal zero 

mean variances. It is the simplest and most basic stationary time series. Its im-
portance lies in the fact that white noise is the “generator” of many important 
models or sequences. Obviously, the autocovariance function kγ  and the auto-
correlation function kρ  of white noise ( )20,WN σ  are:  

2 , 0
0, 0k

k
k

σ =
γ = 

≠
 

1, 0
0, 0k

k
k
=

ρ =  ≠
 

This shows that the items of white noise are uncorrelated. 
Definition 2.5. (ARIMA(p, d, q) model) Let { }, 0, 1, 2,d

tX t∇ = ± ±   be a 
stationary time series, we call the model with the following form as ARIMA(p, d, 
q) model: 

( ) ( ) .d
t tB X Bϕ ∇ = θ ε  

where B is the back shift operator, ( )1 dd B∇ ≡ −  is the d-order difference op-
erator, ( ) 2

1 21 p
pB B B Bϕ ≡ −ϕ −ϕ − −ϕ  is the autoregressive operator poly-

nomial, and ( ) 2
1 21 q

qB B B Bθ ≡ − θ − θ − − θ  is the moving average operator 
polynomial, { } ( )2~ 0,t WNε σ . 

2.2. ARIMA Model Modeling Steps 

1) To test whether the time series { }, 0, 1, 2,tX t = ± ±   to be studied is sta-
tionary. 

2) Data preprocessing. If the time series data studied is non-stationary, the 
data must be preprocessed, such as logarithm operation, difference operation 
and so on, so that the data can be transformed into stationary. Otherwise, move 
on to the next step. 

3) Check whether a stationary time series is a white noise series. If it is, it 
means that the data does not have any analytical value and the analysis should be 
stopped; if it is not, then the next step of modeling can be carried out. 

4) ARIMA model structure selection. The autocorrelation and partial auto-
correlation function graphs of stationary time series are obtained by using statis-
tical analysis software. The model structure is judged by observing the specific 
characteristics of these two images. The judgment basis is shown in Table 1. 

As the observation of images is subjective, the judgment may not be so accu-
rate. Therefore, when determining the structure of the model, it is appropriate to 
select several values around the determined p value and q value to construct the 
ARIMA model. 
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Table 1. ARIMA model structure decision table. 

Model Autocorrelation function Partial autocorrelation function 

AR(p) Trailing P-order truncated 

MA(q) Q-order truncated Trailing 

ARMA(p, q) Trailing Trailing 

 
5) Determine the specific parameter values in ARIMA model. In the process 

of building multiple ARIMA models, we investigate whether they can pass the 
significance test, specifically for the model and for the parameters. The models 
that fail to pass the two types of tests are discarded, and then the model corres-
ponding to the minimum BIC value is determined as the optimal model by 
comparing their specific BIC values. 

6) White noise test of residual sequence. If the residual sequence passes the 
white noise test, the modeling can be terminated; if the residual is not white 
noise, it means that there is useful information in the residual and the model 
needs to be modified. 

7) Use the finally established ARIMA model to make short-term forecasts. 
The predicted value is obtained by substituting the known data into the relation 
established by the above model. 

The visual operation process of the ARIMA model modeling steps is shown in 
Figure 1. 

3. Empirical Analysis 
3.1. Data Selection and Preprocessing 

In this article, we use the Ji’an Yearbook released by Ji’an City as the data source, 
and select the Ji’an City GDP data from 1978 to 2018 as a sample to establish an 
ARIMA model to predict the Ji’an City GDP from 2019 to 2021. 

3.2. Stationarity Test 

According to the data in Table 2, we use MATLAB software to draw the GDP 
time series diagram of Ji’an City from 1978 to 2018, as shown in Figure 2. It can 
be clearly seen that the series has an exponential increasing trend and is a 
non-stationary time series. 

In order to eliminate this trend of exponential increase, we perform logarith-
mic operations with base e on the original data, and records the processed sam-
ple time series as lnGDP, and then use MATLAB again to make a sequence dia-
gram of the new series obtained after taking the logarithm. As shown in Figure 
3. 

It can be seen from Figure 3 that the upward trend of time series lnGDP is 
more gradual, but still presents a linear upward trend. The first-order difference 
of the time series lnGDP is denoted as ∇lnGDP, and its sequence diagram is 
shown in Figure 4. 
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Figure 1. ARIMA model modeling process. 

 
Table 2. GDP data of Ji’an City from 1978 to 2018 (unit: 100 million yuan). 

year GDP year GDP year GDP 

1978 8.5886 1992 52.7341 2006 351.7803 

1979 9.3293 1993 59.8116 2007 406.0052 

1980 10.0649 1994 81.4528 2008 515.6101 

1981 11.3964 1995 93.648 2009 584.1087 

1982 12.1314 1996 113.5076 2010 720.5251 

1983 13.5649 1997 131.8252 2011 879.0619 

1984 15.2919 1998 143.2171 2012 1006.261 

1985 18.0235 1999 153.0699 2013 1123.9013 

1986 19.6977 2000 164.8636 2014 1242.1109 

1987 22.5486 2001 175.2254 2015 1328.5198 

1988 29.3866 2002 191.7888 2016 1467.0327 

1989 34.9773 2003 220.8465 2017 1601.1313 

1990 43.1361 2004 259.9126 2018 1742.2292 

1991 47.1531 2005 303.1422   
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Figure 2. Sequence diagram of GDP of Ji’an City over the years. 
 

 
Figure 3. Sequence diagram of lnGDP of Ji’an City over the years. 
 

It can be seen from the image that the sequence obtained by the first differ-
ence always oscillates around a certain constant value. It follows that the new 
sequence is roughly stable. In order to avoid the interference of subjective con-
sciousness and obtain more rational and accurate conclusions, it is necessary to 
continue to carry out the unit root test, which has become the most widely used  
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Figure 4. Sequence diagram of ∇lnGDP.  

 
statistical test method of stationarity by establishing the one-to-one correspon-
dence between the existence of unit roots of characteristic equations and the sta-
tionarity of sequences. ADF test was carried out on the ∇lnGDP data of Ji’an 
City from 1978 to 2018, and the running result of MATLAB program is 

( )adftest ln GDP 0∇ = . 

The results show that, ∇lnGDP is a non-stationary series. Therefore, in order 
to obtain the stationary sequence, we still need to do further difference operation. 
The second-order difference is made for the time series lnGDP, which is denoted 
as ∇2lnGDP. The time sequence diagram is shown in Figure 5. 

From Figure 5, it can be preliminarily judged that the second-order difference 
∇2lnGDP of the time series lnGDP is stationary. Through the ADF stationarity 
test of the sequence ∇2lnGDP, the MATLAB program running result is 

( )2adftest ln GDP 1∇ = , 

which confirms the stationarity of ∇2lnGDP. 

3.3. Model Recognition and Order Determination 

Through the above stationarity analysis, the logarithmic difference order d = 2 
has been determined. In order to determine the p and q in the ARIMA(p, d, q) 
model, autocorrelation and partial autocorrelation analysis are performed on the 
second-order difference sequence ∇2lnGDP. The results are shown in Figure 6 
and Figure 7. It can be seen from the figure that the autocorrelation function 
graph is truncated after order 1, and the partial autocorrelation function graph is 
tailed. According to the characteristics of autocorrelation function and partial 
autocorrelation function, ARIMA(0, 2, 1) is considered for fitting. 
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Figure 5. Sequence diagram of ∇2lnGDP. 
 

 
Figure 6. ACF diagram of ∇2lnGDP. 
 

It is not accurate to determine the values of P and Q only through Figure 6 
and Figure 7. According to the BIC criterion, the BIC function values of a li-
mited number of models are investigated within a certain range, and then the 
relative optimal order is selected. The corresponding BIC values of each model 
are shown in Table 3. 
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Figure 7. PACF diagram of ∇2lnGDP. 

 
Table 3. BIC value of each model. 

Model BIC Model BIC 

  ARMA(2, 0) −107.844 

ARMA(0, 1) −112.464 ARMA(2, 1) −108.042 

ARMA(0, 2) −108.766 ARMA(2, 2) −104.505 

ARMA(0, 3) −107.402 ARMA(2, 3) −100.901 

ARMA(1, 0) −111.227 ARMA(3, 0) −105.08 

ARMA(1, 1) −109.142 ARMA(3, 1) −104.501 

ARMA(1, 2) −105.645 ARMA(3, 2) −100.891 

ARMA(1, 3) −102.908 ARMA(3, 3) −100.834 

 
According to BIC criterion, BIC value is the smallest when p = 0 and q = 1, 

which is consistent with the above image analysis results. Therefore, the optimal 
fitting model of time series ∇2lnGDP is ARIMA(0, 0, 1), that is, the optimal fit-
ting model of time series lnGDP is ARIMA(0, 2, 1). The results of fitting the 
model with MATLAB are as follows: 
 

ARIMA(0, 0, 1) Model (Gaussian Distribution): 

 Value Standard Error T Statistic P Value 

Constant 0 0 NaN NaN 

MA{1} −0.59172 0.15305 −3.8661 0.00011058 

Variance 0.0031447 0.00055498 5.6663 1.4596e−08 
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The model expression obtained by ARIMA(0, 2, 1) model fitting is: 

( )2 ln GDP 1 0.5917 .t tB∇ = − ε  

Removing the difference, we get the final model expression: 

1 2 1ln GDP 2ln GDP ln GDP 0.5917t t t t t− − −− + = ε − ε  

Therefore, the forecast formula of GDP time series GDPt  is: 

1
2

0.59171

2

GDP
GDP e

GDP
t tt

t
t

−ε − ε−

−

=  

3.4. White Noise Test 

After establishing ARIMA(0, 2, 1), it is necessary to investigate whether 
ARIMA(0, 2, 1) can extract the information contained in historical data suffi-
ciently. Therefore, the white noise test should be performed on the residual se-
quence obtained by ARIMA(0, 2, 1). We use the autocorrelation function of the 
residual sequence to examine its independence, and the result is shown in Fig-
ure 8. 

Obviously, the autocorrelation function of any order is smaller than the stan-
dard deviation, so the residual sequence can be determined to be independent of 
each other. We used the Ljung-Box test to determine the adaptability of the 
model. The MATLAB program running results are as follows: 
 

h= p Value= stat= c Value= 

0 0.8450 13.7082 31.4104 

 

 
Figure 8. Autocorrelation function graph of residual sequence. 
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Table 4. GDP forecast of Ji’an city in 2019-2023 (unit: 100 million yuan). 

year 2019 2020 2021 2022 2023 

Predicted Values 1908.00 2089.55 2288.36 2506.10 2744.55 

 
The results show that h = 0 and p = 0.8450 << 0.05, which indicates that the 

residual sequence is a white noise sequence. Therefore, the ARIMA(0, 2, 1) 
model we established is feasible and can be used to forecast the GDP of Ji’an 
City. 

3.5. Model Prediction 

Now, we use the above ARIMA(0, 2, 1) model to forecast the GDP of Ji’an City 
in the next 5 years, the results are shown in Table 4. 

So far, by smoothing the GDP data of Ji’an City from 1978 to 2018, we have 
established an ARIMA(0, 2, 1) model. On this basis, we obtain the GDP forecast 
value of Ji’an City in 2019-2023. 

4. Conclusion 

In this paper, ARIMA(0, 2, 1) model is established by using the GDP data of 
Ji’an City from 1978 to 2018. The adaptability test of the model shows that this 
model can be used for the short-term forecast of GDP of Ji’an City, which can 
provide decision-making reference for Ji’an City to make economic plans. Ac-
cording to the predicted results, the GDP growth of Ji’an City in 2019-2023 is 
good. In this situation, Ji’an City should increase investment in education, health 
and other livelihood fields to increase the attraction of talents. In the short term, 
this will increase the financial burden of Ji’an City, but in the long run, the in-
crease of population will make Ji’an more competitive in the future competition, 
and Ji’an city will achieve more long-term and stable economic growth. However, 
due to the novel coronavirus epidemic and the relationship between China and 
the United States, whether the GDP of Ji’an City can achieve the predicted value 
remains to be tested in practice. 
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