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Abstract 
Ship energy consumption and emission prediction are the main concern of 
the shipping industry for ship energy efficiency management and pollution 
gas emission control. And they are attracting more global attention and re-
search interests because of the increase in global shipping trade volume. As 
the core of maritime transportation, a large volume of data is collected around 
ships such as voyage data. Due to the rapid development of computational 
power and the widely equipped AIS device on ships, the use of maritime big 
data for improving and monitoring ship’s energy efficiency is becoming 
possible. In this paper, a fuel consumption and carbon emission model using 
the artificial neural network (ANN) framework is proposed by using AIS, 
ship machinery, and weather data. The proposed work is a complete frame-
work including data collection, data cleaning, data clustering and mod-
el-building methodology. To obtain the suitable parameters of the model, the 
number of neurons, data inputs and activate functions were tested on both 
AIS-based data and MRV-based data for comparison. The results show that 
the proposed method can provide a solid prediction of ship’s fuel consump-
tion and carbon emissions under varying weather conditions. 
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1. Introduction 

With the rapid growth of the shipping trade volume, as the main component of 
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international trade and economic development, carbon dioxide emission from 
ships is drawing more attention than before [1] [2]. In June 2021, the 76th ses-
sion of the Marine Environment Protection Committee of the International Ma-
ritime Organization (IMO) formally revised the International Convention for 
the Prevention of Pollution from Ships (MARPOL) Attach VI. These alterations 
specified operational approaches to lower the carbon emission of international 
shipping which requires all ships to meet not only both the Energy Efficiency 
Existing Ship Index (EEXI) but also the annual operational Carbon Index Indi-
cator (CII). The latter will rate all ships above 5000 tons of deadweight from A to 
E accordingly, and ships rated below the level of C may face a formal modifica-
tion report for the next few years or even a suspension of operation [3].  

Recently, for energy-saving purposes and decreasing the number of emissions 
from ships, many researchers focus on the ship speed and route optimizations. 
The speed optimization methods so far mainly are taking weather conditions as 
an essential factor for influencing ship’s speed due to different wind speeds, 
wave heights and other related sea environments [4]-[10]. The route planning 
method, on the other hand, tries to find an economical route for minimal fuel 
consumption based on the sea state information in real time and related mari-
time affairs [11]-[16].  

Thus, both methods above are under the foundation of an accurate estimation 
of fuel consumption and carbon emissions. Based on the ship’s energy efficiency 
optimization method, current fuel consumption and carbon emission estima-
tions can be categorized into two types: the white-box-model (WBM), the 
black-box-model (BBM) and the grey-box-model (GBM) optimization. The first 
one requires the details of ships in shape, system, and fuel types [17] [18] [19] 
[20] which involves a complicated researching framework and detailed simu-
lated ship model along with the disadvantages of being costly and hard to be im-
plemented into a wide range of no smart devices installed ships. WBMs relative-
ly are precise for specific ships because it requires ship’s mechanism analysis. As 
ships are strongly affected by the navigation environment, the use of WBMs will 
be a very complex process since it needs to find the governing equation for each 
physical law during sailing which can influence the fuel consumption. For ex-
ample, some research is based on the ship’s engine power and the law of resis-
tance transfer for discovering the relationship between ship’s power and energy 
consumption [21] [22]. Additionally, the WBMs lack the capability to adapt 
their parameters to the changing navigational environment, which necessitates 
numerous assumptions. These assumptions include the ship’s resistance interac-
tion, the cubic relationship between the ship’s engine speed and fuel consump-
tion, and the engine’s constant working efficiency. Consequently, WBMs are 
frequently employed to analyze a ship’s performance in its initial operational 
phases or enhance its design rather than monitor its actual performance during 
voyages. 

In contrast to the WBMs, with the fast development of computing power and 
the Internet of Things (IoT), the use data analysis along with data mining tech-
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niques such as machine learning (ML), deep learning (DL) and other statistical 
analysis are becoming possible [23]-[29]. The BBMs entirely rely on data analy-
sis by processing multi-dimensional data and extracting hidden information 
from complex dataset. Then BBMs can output a reliable basis of ship’s energy 
performance [30]. One commonly used machine learning technique for the pre-
diction of fuel used is the regression models such as linear regression, ridge re-
gression and lasso regression [28] [31], however, it is found that one single re-
gression model may not be sufficient for representing the entire fuel consump-
tions system thus multi regressions are needed in order to evaluate the whole re-
lationship. Besides, the regression methods are not sensitive to the non-linear 
problem which very often appeared in ship’s energy analysis.  

Subsequently, researchers turned to deep learning algorithms to capture the 
intricate connections between the navigation environment and a ship’s fuel 
consumption. These models sacrifice the “explainability” feature of the model 
and instead focus on extracting complex data features at higher levels of abstrac-
tion. DL models typically have a layered structure, where the lower level’s output 
computes the higher level’s abstraction. This allows DL models to represent fea-
tures that are difficult to explain through principles, such as the impact of wind 
speed, wave height, and stream speed on a ship’s lost speed and fuel consump-
tion. In these methods, data related to a ship’s fuel consumption is repeatedly 
trained, adjusting the weight of each parameter and simulating the relationship 
between fuel consumption and input data. Due to their ability to accurately es-
timate a ship’s energy performance, many studies have been conducted. For 
example, Du et al. [32] employed an artificial neural network (ANN) with 
voyage report data’s speed to predict fuel consumption and test future voyage 
report accuracy. Petersen J.P. et al. [23] compared the performance of ANN and 
Gaussian Process (GP) in estimating a ship’s propulsion efficiency. Farag YBA et 
al. combined ANN with polynomial regression to estimate a ship’s power and 
fuel consumption, enabling it to operate in real-time environments and adapt to 
changes in the ship’s environment. 

Although DL models offer several advantages, their accuracy and reliability 
are heavily reliant on the quality of their input data. Consequently, researchers 
are also investigating various data sources and pre-processing techniques, such 
as the ship’s noon report [32], sailing logs, automatic identification systems 
(AIS), or the MRV report. Furthermore, it has been demonstrated that even 
when using data from the same time period, there can be a significant difference 
between AIS and MRV data [28], which may be attributed to the precision of the 
data [33]. 

Despite the research so far, there still exists some research gaps based on the 
literature reviews: 

1) At present, the research on ship fuel consumption models often are limited 
to a single type of ships, there is no existing models so far that can cover most 
operating ship types (i.e., the bulk ships, container ships, and oil tankers). 
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2) A complete framework including the data collection method, and data 
clearing process is needed. Current studies’ processing methods are varying 
which cannot be used to cover data from different sources. 

3) Existing studies, including the GBMs, only tries to insert physical-based 
equations inside the DL models which can result in a very time consuming 
process.  

4) Most studies so far are tested on a limited number of ships thus the me-
thod’s robustness on all ships is questionable. 

To address the research gap in ship fuel consumption and emissions by con-
sidering the weather’s impact on a ship’s speed and energy savings, this study 
proposes using an ANN with two types of weather data as inputs to predict daily 
fuel consumption. The study’s contributions are as follows: 

1) An end-to-end framework that includes a complete data processing me-
thod, leveraging maritime technical knowledge for data selection to improve da-
ta quality, from data collection to model output. 

2) The study’s results demonstrate the model’s ability to cover the primary 
types of ships. 

3) The proposed method was tested on 665 ships with over 90080099 AIS data 
points. 

The remainder of this paper is organized as follows: Section 2 introduces the 
data collection and processing framework, including explanations of the data 
sources and types. Section 3 provides detailed explanations of the DL models 
used, namely ANN, and compares it with the two most commonly used machine 
learning methods for ship energy estimation: ridge regression and polynomial 
regression. Section 4 presents a case study of the proposed method on 665 ships, 
followed by fuel and carbon estimation results in Section 5. Finally, the last sec-
tion concludes the study and outlines possible future research directions. 

2. Data Preprocessing 

Big data analysis of ship fuel consumption consists of four parts, as shown in 
Figure 1, data cleaning, data fusion, data clustering, and predictive analysis us-
ing neural networks. 

The ship-related data used, such as AIS data, MRV data, and meteorological 
data, have a human-filled component. Therefore, the data used must contain 
human errors and omissions. Data cleaning eliminates outliers and deviation 
values from the original data. In data cleaning, if the data values collected at ad-
jacent times differ significantly, or if the data deviate significantly from the 
theoretical upper and lower limits of most variables. In this study, the theoretical 
range of some characteristic variables of ships is calculated by using the basic 
information of ships, and the results of the theoretical range are used to filter 
and screen the original data.  

Since AIS data, MRV data, and meteorological data are three different data-
sets, matching and fusion of the three datasets are required before building the  
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Figure 1. Methodological overview of the research. 

 
model. In the data fusion part, the three data are matched using the time of up-
loading, where the geographic location information and time information are 
used to match the AIS data and meteorological data, and after forming the new 
data set, the time information and ship information are used to match with the 
MRV data, thus obtaining the data set used for modeling. 

To model the fuel consumption of container ships, dry bulk carriers, and liq-
uid bulk carriers, it is necessary to differentiate between empty and full load 
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drafts. This classification is important as container ships differ from dry bulk 
carriers and liquid bulk carriers. However, draught data from AIS information is 
subject to human error. To address this issue, the K-Means algorithm is used to 
cluster and classify the ship’s draught into three loading states: full, empty, and 
between full and non-full, based on the ship’s actual loading status. One-hot 
coding is then used to encode the three states, ensuring each state has a unique 
register bit, and only one is valid at any time. After verifying the fused and en-
coded data’s compliance with the basic characteristics of the ship and its naviga-
tion, the data is processed for training and prediction using an artificial neural 
network. 

The model’s accuracy will be evaluated using commonly used model evalua-
tion indices, with a particular focus on the total fuel consumption of the ship’s 
voyage. Shipping companies typically measure the benefits of fuel consumption 
by the total fuel consumption of the ship voyage. Therefore, a comparison will 
be made between the predicted and real total fuel consumption of the ship, with 
an error value set to refine the neural network’s parameters until the error be-
tween predicted and real total fuel consumption is less than the defined value. 

Section 2 will provide detailed information on the dataset used, the pre- 
processing steps, and the prediction analysis. 

2.1. AIS Data 

COSCO Shipping Technology provided AIS data for a full year in 2021, con-
taining 5 container ships, 3 dry bulk carriers, and 3 liquid bulk carriers, totaling 
755,584 data. The AIS dataset used contains the following information: ship 
name, ship number, ship’s geographical location, ship’s draft, ship’s heading, 
and ship speed. 

2.2. MRV Data 

China COSCO Shipping Corporation Limited provided MRV data for vessels 
from 2020-8-1 to the present. Measurement, reporting, and verification (MRV) 
record the total fuel consumption consumed by each vessel for each daily route 
and job. MRV data can be matched and integrated with AIS data to obtain dy-
namic data and fuel consumption data of each ship more easily. 

2.3. Meteorological Data 

Meteorological data are provided by Shanghai Meteorological Bureau. The me-
teorological data contains the size and direction of wind, waves, and currents. 
The meteorological data provided is based on the latitude and longitude grid. 
Therefore, the meteorological data reported in the latitude and longitude grid is 
used to represent all the meteorological conditions within the latitude and lon-
gitude grid. 

2.4. Data Cleaning 

Since there is a human-filled part of the AIS data, misreporting and omission are 
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inevitable. On the other hand, AIS data can be lost due to signal reception prob-
lems, thus it causes a long interval between uploads of two adjacent AIS data, 
which brings errors. 

In order to reduce the impact of erroneous data on the prediction model, data 
cleaning will be performed based on the basic information of the ship object 
under study. Firstly, the upper and lower bounds of the theoretical sailing speed 
of the ship will be calculated based on the upper and lower bounds of the ship’s 
pitch and theoretical speed as shown in Equation (1), and if the ship’s sailing 
speed in the AIS data is not within the range of the theoretical sailing speed, the 
AIS data will be rejected. 

_ _ 60 18520000speed screw pitch engine speed= ∗ ∗          (1) 

where speed indicates the ship’s sailing speed in kn; screw_pitch indicates the 
ship’s pitch in mm; engine_speed indicates the ship’s main engine speed in rdp/s. 

2.5. Data Fusion 

To enable predictive modeling, data fusion and matching based on potential as-
sociations in the three-part dataset are necessary, as three separate datasets are 
used. The meteorological data represents the meteorological situation within 
each degree of latitude and longitude grid and is matched with the time and 
geographic location information of the AIS data. When a ship sails into a specif-
ic latitude and longitude grid at a specific time, the meteorological data within 
that grid at that time is matched with the AIS data reported by the ship to obtain 
the AIS data with meteorological factors. The time reported by MRV and the 
time of AIS data upload is used to perform matching to obtain AIS data with 
meteorological and fuel consumption characteristics. Figure 2 illustrates the da-
ta fusion process. 

2.6. Data Clustering 

K-Means is a common clustering method based on Euclidean distance. Accord-
ing to the characteristics of the ship’s loaded cargo, it has been known in ad-
vance to classify the ship’s loading into three cases: full load, empty load and 
between full load and empty load according to the ship’s draft. And the most 
difficult part of K-Means is to determine the number of clusters for clustering, 
i.e. the value of K. However, since it has been determined to be divided into 
three categories, K-Means can accurately classify the ship draught into three 
categories according to the demand. 

The basic idea of K-Means is that for a given sample set, the sample set is di-
vided into K clusters according to the distance size between the samples. Let the 
sample points within the clusters be as closely connected as possible, i.e., the 
clusters have high similarity; let the distance between the sample points between 
the clusters be as large as possible, i.e., the similarity between the clusters is low. 

The K-Means algorithm is based on the minimum-sum-squared error discri-
minant (MSE). Its cost function is shown below. 
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Figure 2. Fusion data processing. 
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After clustering the ship sketches using K-Means, three loading states were 
obtained for full, empty, and between full and empty. Since these three states are 
discrete and it is not easy to calculate the Euclidean distance between them. 
Therefore, using one-hot encoder, these three states are encoded to extend the 
discrete features to Euclidean space, and a certain value of the discrete features 
corresponds to a point in Euclidean space, so that each state has its own inde-
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pendent hosting bit, so that only one state in each data entry is valid when it is 
input to the prediction model later. The predictive model used, the ANN, will be 
accepted in detail in Section 3. 

2.7. Carbon Emissions Estimation 

Since there is no significant carbon emission difference between heavy fuel oil 
(HFO) and light fuel oil (LFO), in the shipping industry, the main engine type is 
generally low-speed diesel engine, which corresponds to a carbon emission fac-
tor of 3.114 or 3.151, and in this study 3.114 is used as the carbon emission fac-
tor. The calculation formula is shown below [32]. 

_ 3.114carbon emission fuel= ∗                    (5) 

where fuel denotes the fuel consumption in tonnage. 

3. DL Models for Ship Fuel Prediction  

In this study, three types of prediction models are tested, namely ANN, ridge re-
gression and polynomial regression. Each model is described in detail in Section 
3. 

3.1. Artificial Neural Network 

Artificial neural network (ANN) is often used to solve classification and regres-
sion prediction problems. This allows us to build a nonlinear equation with in-
put and output relations and visualize it by means of a network, which is known 
as an ANN. In general, ANNs can be configured to fit arbitrary nonlinear func-
tions with a reasonable network structure, so they are also used to deal with 
nonlinear systems or black-box models with complex internal representations. 
Artificial neurons are the basic units in an artificial neural network; they receive 
one or more inputs and integrate them in a weighted form and produce an out-
put. When each neuron receives the input of the variable, it will assign weights 
of different degrees according to the degree of the input variable, and then use 
the specific activation magic to carry out a weighted summation of the input va-
riable with the assigned weights. There are different types of activation func-
tions, such as nonlinear activation function, piecewise linear activation function, 
etc. Each activation function applies to different data sets and data types. 

An artificial neural network consists of a group of simulated neurons. Each 
neuron is a node connected to other nodes by links corresponding to biological 
axon-synapse-dendrite connections. Each link has a weight that determines how 
strongly one node influences another. Figure 3 illustrates a Fully Connected 
Neural Network (FNN). 

FNN has the following characteristics. 
1) The neurons are laid out according to layers. As shown in Figure 3, the 

leftmost is called Input layer, the middle is called Hidden layer, and the 
rightmost is called Output layer; 
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Figure 3. Neural network model for prediction model. 
 

2) Neurons of the same layer are not connected; 
3) Each neuron in layer N is connected to all neurons in layer N − 1 (this is 

what Full connected means), and the output of the neuron in layer N − 1 is the 
input of the neuron in layer N; 

4) Each neuron connection has a weight value. The input vector is denoted by 

( )1, , nX x x=   and the output vector by ( )1, , mY y y=  ; 
5) In addition, the hidden layer can be multiple layers. 
In this study, 8 input variables and 1 output variable were set. Eight input va-

riables serve as the input layer, one output variable as the output layer, and four 
hidden layers are set in the middle. 

Without loss of generality, assume that a training sample is ( )1 8, ,X x x=  , 
and the corresponding output vector is 1Y y= , the output vector is a unique 
thermal encoding of categories. The input weight of the hth node in the hidden 
layer is 1 8, ,h hv v , and the corresponding offset is hγ . The input weight of the 
output layer node is 1, , qω ω , and the corresponding offset is θ . q is the 
number of nodes in the hidden layer. f is denoted as the activation function. 
Then the input of the output neuron is due to the following equation. 

1
q

h hh bβ ω
=

= ∑                           (6) 

Formula (7) represents the output of the jth neuron. 

( )y f β θ= +                           (7) 

Formula (8) shows the input of neurons in the hth hiding layer: 
8

1h ih ii v xα
=

= ∑                          (8) 

Formula (9) shows the output of neurons in the hth hiding layer: 

( )h h hb f α γ= +                         (9) 

From this, the input and output of each neuron can be calculated. 
Activation function is introduced to increase the nonlinearity of neural net-

work model. If excitation function is not used, in this case, the input of nodes of 
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each layer is a linear function of the output of the upper layer. It is easy to verify 
that no matter how many layers there are in the neural network, the output is a 
linear combination of the input, which is equivalent to the effect without hidden 
layer. In this case, the most primitive Perceptron, the network’s ability to ap-
proximate is very limited. The expression ability of neural network is enhanced 
by introducing nonlinear activation function. Common activation functions are 
shown in Table 1. 

Since the sigmoid and Tanh functions have the same differential form, the 
sigmoid and Tanh functions can be repeatedly used. However, the sigmoid func-
tion ranges from 0 to 1, while the Tanh function ranges from −1 and 1. As the 
number of hidden layers increases, the differential converges to zero rapidly, 
which makes the training and prediction of neural networks difficult. On the con-
trary, since the differential value of ReLU function is only 0 or 1, this function  
 
Table 1. General activation function of artificial neural networks. 

Activation Functions Formula Graph 

Sigmoid ( ) 1
1 e xg x

−
=

+
 

 

Tangent Sigmoid ( ) ( )tanhg x x=  

 

ReLU (rectified 
linear unit) 

( ) ( )max 0,g x x=  
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solves this problem well, thus accelerating the training speed and improving the 
training effect of neural network [33]. Therefore, in this study, the sigmoid func-
tion, tangent sigmoid function and ReLU function will be used as activation 
functions respectively to build a fuel consumption prediction model. The results 
of fuel consumption prediction models established by different activation func-
tions were analyzed and compared, and activation functions with higher accu-
racy were selected to establish the prediction model. 

3.2. Other Models 

The most used regression prediction model is polynomial regression (PR). Po-
lynomial regression is a method of regression analysis that examines the poly-
nomial relationship between a dependent variable and one or more independent 
variables. The regression prediction model can be expressed by the following 
equation. 

Y X β ε= +                            (10) 

1
0 01 1

2
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1

1
1

1

p

p

n p
n nn n
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                 (11) 

where ε  is the vector of unobserved random errors with mean zero for variable 

ix , β  is the vector of regression coefficients for variable ix . β  is the vector 
of regression coefficients for variable ix , and p is the order of the polynomial. 
This vector of regression coefficients can be expressed by the least square me-
thod estimation, as shown in the following equation. 

( ) 1T TX X X Yβ
−

=                         (12) 

Ridge regression was introduced to solve the problem of multicollinearity 
among the input variables. One way to eliminate multicollinearity is by regula-
rizing the cost function by adding a penalty term. One of the regularization me-
thods is called Tikhonov regularization, and the linear regression after this cost 
function regularization is called Ridge Regression. 

The first term of the cost function of ridge regression is consistent with that of 
standard linear regression in that it is the sum of the squares of the Euclidean 
distances [34], except that it is followed by the square of the L2-parametric of a 
w-vector as the penalty term (L2-parametric means the sum of the squares of 
each element of the w-vector and then squared), where λ  denotes the coeffi-
cient of the penalty term, which artificially controls the size of the penalty term. 
Since the regular term is L2-parametric, this regularization is sometimes called 
L2-regularization. The loss function of the ridge regression is shown below [35]. 

( ) ( )2 2T
2

1

n

i i
i

Cost w y w x wλ
=

= − +∑                 (13) 
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As with the standard linear regression, the size of w that minimizes the cost 
function of the ridge regression is also found, as shown below. 

( )2 2T
2

1
arg min

n

i i
w i

w y w x wλ
=

 = − + 
 
∑               (14) 

The analytic solution of w is obtained directly by derivation of the surrogate 
function, where X is an n m∗  matrix, Y is an n-dimensional column vector, λ  
belongs to the set of real numbers, and I is the unit matrix of m m∗ . 
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= + ∈                 (15) 
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Ridge regression complements OLS by trading the loss of unbiasedness for 
higher numerical stability, thus improving the accuracy of the fitted predictions. 

4. Case Study 
4.1. Data Collection 

The analysis has AIS data provided by COSCO, MRV data and meteorological 
data provided by Shanghai Meteorological Bureau. The three datasets were fused 
to obtain the dataset used for analytical modeling. The three datasets were fused 
to obtain the dataset used for analytical modeling. This dataset was collected 
from 2020/10/1 to 2022/4/1, which contains 184 container ship; 335 dry bulk 
carriers; 146 liquid bulk carriers. The extracted data set is divided into input va-
riables and output variants for prediction analysis. The input variables contain 
wind size, wave size, sailing speed, daily main engine speed, sailing distance, full 
load, empty load and between full load and empty load, a total of 8 characteristic 
variables. Among them, full load, no load and between full load and no load are 
obtained by ship draft (half load), using data clustering and one-hot coding 
mentioned in Section 2. Eight input variables can be categorized into four types, 
which represent ship load status, engine operation, ship speed and meteorologi-
cal conditions. The daily fuel consumption of the ship is then used as an output 
variable, as shown in Table 2. 

4.2. Data Preprocessing 

After data cleaning, data fusion, data clustering and coding of the original trisec-
tion dataset, point-by-point fusion data similar to AIS data is obtained. Howev-
er, since there is only one engine Speed and MRV Daily Fuel per day, while there  
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Table 2. Data description for ship fuel consumption prediction. 

Data No. Parameter Remark 

Input 

1 Wind_val (m/s) 
Meteorological Data 

2 Wave_val (m) 

3 Engine_speed (rpd/s) 

Engine Operation 4 Speed (kn) 

5 Distance (km) 

6 No_load 

Ship State 7 Full_load 

8 Half_load 

Output 1 MRV Daily Fuel (tons/day) Fuel Consumption 

 
are multiple other input variables, further processing of the fused data is re-
quired to improve the accuracy and usefulness of the prediction model. The 
weather data and navigation speed are weighted using the adjacent time of each 
fused data, and the calculation formula is shown below. The sailing distance is 
summed to represent the total mileage of the ship sailing on this day. This re-
sults in a daily data set that represents the ship’s sailing status, weather and fuel 
consumption. 

1

_
_ _

_

i
in

i
i

time diff
Wind val Wind val

time diff
=

= ∗∑
∑

               (18) 

1

_
_ _

_

i
in

i
i

time diff
Wave val Wave val

time diff
=

= ∗∑
∑

               (19) 

1

_

_
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i
i

time diff
Speed Speed

time diff
=

= ∗∑
∑

                 (20) 

where n denotes the total number of mixed data contained in a day, _ iWind val , 
_ iWave val  and Speed denote the wind and wave size and sailing speed of the ith 

mixed data respectively, _ itime diff  denotes the time difference between the ith 
mixed data and the 1i − th mixed data, and 1 _i

n
itime diff

=∑  denotes the total 
sailing time of this day. 

4.3. Prediction Model of Ship Fuel Consumption Using ANN 

As shown in Section 4.1, the input and output variables of Table 2 are used as 
the input and output variables of the ANN model. Again, the number of neurons 
for input is set to 8 and the number of neurons for output is set to 1. The predic-
tion model of ship fuel consumption is obtained using the ANN. MSE and 
R-square were used to check the fit of the prediction model to the given data. 
The MSE values and R-Square values of different activation functions are com-
pared to determine the effect of the activation function on the prediction model. 
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The artificial neural network is set up with 4 hidden layers and the prediction 
model using the artificial neural network is compared with the other two regres-
sion models mentioned previously. 

The fusion data set processed by the data processing method mentioned in 
Section 2 is divided into training set, test set and verification set. The training set 
is used to help the model to conduct predictive learning training. The test set is 
used to test the trained model, and the output results are used to evaluate the 
performance of the constructed prediction model. Validation set was used to ve-
rify the accuracy of the constructed prediction model, and the results were dis-
played. 

5. Result  

The results of the prediction model using three different activation functions are 
shown in Table 3. r-Square indicates the correlation coefficient between the 
predicted and true values obtained by the prediction model, and when the value 
of R is closer to 1, it means, the prediction model is a good fit. As mentioned 
before, the activation functions used here are sigmoid function, tangent sigmoid 
function and ReLU function. Table 3 shows the detailed network structure in-
formation. The first number represents the dimension of the input variable in 
the input layer, as shown in Table 3. The dimension of the input layer is 8; The 
last number represents the dimension of the output variable of the output layer, 
that is, the dimension of the output layer is 1; The number in the middle indi-
cates that there are 4 hidden layers, and the number of neurons in each layer is 6, 
4, 4, 4 respectively. 

MSE and R-Square are used to evaluate the accuracy and performance of fuel 
consumption prediction models constructed with different activation functions. 
The dataset is divided into four types of datasets: training set, test set, validation 
set and the set of all data. All data from 2021/1/1 to 2022/1/1 were utilized as the 
training set for the prediction model, all data from 2020/10/1 to 2021/1/1 were 
utilized as the test set, and all data from 2022/1/1 to 2022/4/1 were utilized as the 
validation set. 

Table 3 shows the prediction results using three different activation functions, 
i.e., sigmoid, tangent sigmoid, and ReLU functions, respectively. It can be seen 
from the table that the MSE and R-Square of the prediction model using the 
sigmoid function as the activation function are less effective compared to the 
other two. When the tangent sigmoid function is used as the activation function, 
it can be seen from the MSE and R-Square that the prediction results are slightly 
better than the prediction model using the ReLU function as the activation func-
tion. 

The performance of the prediction models constructed using artificial neural 
networks compared with other regression models is shown in Table 4. In com-
paring the performance of each method, the same training set, test set, and vali-
dation set were used under the same conditions. 
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Table 3. ANN regression model using three different activation function. 

No. MSE Iter. Conf. 
R-Square 

Train Test Valid ALL 

ReLU Function 4.3269 35 8-6-4-4-4-1 0.9949 0.8868 0.9422 0.9089 

Tangent Sigmoid 
Function 

4.1069 35 8-6-4-4-4-1 0.9977 0.9418 0.92855 0.9311 

Sigmoid Function 43.2897 35 8-6-4-4-4-1 0.8248 0.7256 0.7781 0.7504 

 
Table 4. Ship fuel consumption results of different prediction models. 

 
Cumulative 
Error (tons) 

MSE R-Square Time(s) 

ANN 350 4.3269 0.9422 0.4 

PR 877 132.1208 0.9187 4.8 

Ridge Regression 1889.4761 1013.1 0.3816 0.2 

 
All three prediction models were done in Python 3.9.7 and using normal PC 

specifications (i5 processor). A container ship was selected from the dataset to 
predict and analyze the fuel consumption of the ship from 2022/1/1 to 2022/4/1. 
From Table 4, it can be seen that ANN and Ridge regression are approximately 
the same in terms of computational speed, but it can be seen by the cumulative 
error, MSE and R-Square that the error result of Ridge regression is larger, and 
the effect of the model built using Ridge regression is more different from the 
true value. Although the performance of ANN and PR are similar in R-Square, 
the computational efficiency of the PR model is 12 times slower than that of 
ANN, and both the cumulative error and MSE are much larger compared to 
ANN, indicating that the prediction effect of the PR model is also deficient 
compared to that of the ANN model. Therefore, ANN is chosen as the preferred 
fuel consumption prediction model because it not only has a faster computing 
speed, but also ensures a higher accuracy. 

Fuel consumption prediction models were constructed for each of the three 
different ship types using ANN. The results are shown in Table 5. The obtained 
results were obtained by selecting the data from 2022/1/1 to 2022/4/1 in the da-
taset as the validation set. The cumulative error response is the difference be-
tween the total predicted fuel consumption and the total actual fuel consump-
tion from 2022/1/1 to 2022/4/1. As can be seen from Table 5, the cumulative 
error in fuel consumption for three months is about 350 tons for container ships, 
68 tons for dry bulk carriers and 98 tons for liquid bulk carriers. One vessel from 
each of the three vessel types was selected for demonstration, and the results are 
shown in Figures 4-6. Combining Table 5 and Figure 4 and Figure 5, it can be 
seen that the fuel consumption prediction models established using ANN for 
container ships and dry bulk carriers work well, and the overall trend does not 
differ much from the real fuel consumption. Combining Table 5 and Figure 6, it  
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Table 5. Fuel consumption prediction models for three different ship types. 

 
Avg. Cumulative 

Error (tons) 
Avg. MSE Avg. R-Square 

Number  
of Ships 

Container Ship 350 4.3269 0.9422 184 

Dry Bulk Carrier 68 2.4857 0.9620 335 

Liquid Bulk Carrier 98 11.8668 0.8105 146 

 

 
Figure 4. Container ship fuel consumption. 

 

 
Figure 5. Dry bulk carrier fuel consumption. 

 
can be seen that when the fuel consumption prediction model established by us-
ing ANN for the fuel consumption of liquid bulk carrier, the MSE of the model 
is large compared with the MSE of container model and dry bulk carrier, and the 
R-Square is small compared with the container model and dry bulk carrier mod-
el, but the cumulative error is only 98 tons, which is equivalent to the fuel con-
sumption generated by the liquid bulk carrier policy sailing for 3 - 4 days, com-
pared with Compared with the overall fuel consumption of three months, the 
overall error is relatively small. The reason for the error may be that there are 
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other potential fuel consumptions such as boiler oil in liquid bulk, and the model 
will be further optimized in the subsequent study to improve the model accuracy. 
 

 
Figure 6. Liquid bulk carrier fuel consumption. 

 

 
Figure 7. Container ship carbon emission estimations. 

 

 
Figure 8. Dry bulk carrier carbon emission estimations. 
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Figure 9. Liquid bulk carrier carbon emission estimations. 

 
Using the fuel consumption prediction model established by ANN and Equa-

tion (5), the carbon emission of each ship can be estimated. It can be seen from 
Figures 7-9 that the errors of carbon emissions for the selected container ships, 
dry bulk carriers and liquid bulk carriers are less than 10% compared with the 
errors of actual carbon emissions. Therefore, using this fuel consumption pre-
diction model can effectively predict the total carbon emissions by carbon emis-
sion prediction. 

6. Discussions 

Several datasets are used in this work: the AIS data, MRV data and meteorologi-
cal data to testify the influence of weather factors on the ship’s energy perfor-
mance. As the weather factors are bonded to ship’s coordinate, the AIS is needed 
to calculate the weighted weather for each day. Besides, the construction of the 
ANN mode (such as the number of neurons and hidden layers) is based on the 
number of input and output of long with hyperparameter tuning during this 
work. Based on the results, the proposed ANN structures are best suited for es-
timation of fuels for bulk and container ships.  

At the same time, it is also found that the quality of data has a strong influence 
on the performance of ANN predictions. As fuel consumptions from MRV are 
input manually by crews on ship, a large number of inaccurate data are hidden 
in the dataset. Besides, training dataset has lack information on serve weather 
conditions which can cause the ANN model’s lack of accuracy when predicting 
ship in bad weather. 

7. Conclusions and Future Work 

In this study, an artificial neural network (ANN) was utilized to forecast a ship’s 
fuel consumption and carbon emissions by incorporating various meteorological 
data and the main engine’s daily state. The study’s key findings are as follows: 
● A comprehensive ship energy performance data pre-processing framework 
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was constructed, which included encompassed data source selection, data 
type selection, and parameter selection to forecast a ship’s fuel consumption 
during navigation. 

● A ship fuel consumption model was created that integrated both weather in-
formation during voyages and the ship’s operational state (e.g., loading con-
dition) into the model. 

● Unlike grey box model, which incorporates physical laws into the model, this 
study incorporated technical knowledge of maritime transportation into the 
data cleaning process. Compared with the grey box and black box models, 
the proposed approach is more computationally efficient and explainable. 

● The proposed model was evaluated on over 600 ships for three years, with 90 
million AIS data points. The model’s performance was valid for all three ma-
jor types of ships. 

Future research directions may include utilizing more precise weather data 
with a longitude and latitude granularity of less than 0.5, as well as studying ad-
ditional ship behaviors such as berthing and drifting, in addition to the voyage 
period during sailing. 
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