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Abstract 
Conversational agents are natural language interaction interfaces designed to 
simulate human conversations using Artificial Intelligence (AI). This paper 
explores current applications of these systems and raises the lack of their 
availability in education. To address this problem, we provide the design of a 
conversational agent system, which is efficient and time-saving in assisting 
student/college seeking information about curriculum, scheduling, teachers, 
classroom location at any time 24/7/365. To verify and validate the design 
and implementation of our proposed model, a pilot project has been set up 
involving three leading academic institutions. This platform is designed and 
developed to help universities provide continuous and instant assistance to 
their student, staff, and faculty communities. 
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1. Introduction 

Customer experience plays a vital role in any organization or institution to grow 
and serve its users. Organizations now require round-the-clock service offerings 
to their users, keeping them informed regarding their services. One potential 
solution to this kind of offering is a chatbot. Chatbots can never replace human 
interactions, but they can reduce workloads drastically [1]. 

According to the education literacy report by United Nations International 
Children’s Emergency Fund (UNICEF) [2], globally youth literacy rate has im-
proved and it has increased from 83% to 91% [3]. There are currently 4.66 bil-
lion active internet users worldwide. 65.6% of the entire world’s population has 
internet access and 81% of US adults go online on a daily basis [4]. This has also 
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given rise and access to online education. 
College students must recurrently navigate a set of challenging tasks, such as 

building a graduation plan, learning about majors, retrieving valuable informa-
tion about courses including the number of credits, students learning outcomes, 
sections and associated schedules, assigned professors, classroom locations 
among others. Without assistance and support, many students fail to raise these 
challenges. The lack of assistance and support causes an estimated 10% to 20% 
of college drop-out each year, with higher rates among low-income and first- 
generation college students [5] [6]. Common efforts to address the lack of assis-
tance and support have supported students with additional individual counselor 
outreach [5] or through automated, customized text message-based outreach [7]. 
However, scaling these efforts requires significant resources because of the time 
needed for counsellors to address the specific questions and personal needs of 
each student [8]. 

With the global growth and acceptance of digital technology, our daily life is 
changing and replacing things around us quickly, similarly, conversational agents 
also called chatbots are revolutionizing businesses. As the NLP (Natural Lan-
guage Processing) and AI (Artificial Intelligence) techniques are easily available 
and the concepts like conversational agents are now a reality, many small and 
medium-sized organizations are showing wider acceptability and implementa-
tion. The users are also preferring chatbots due to round-the-clock availability, 
reliability, accessibility, and instantaneous accurate response. As a consequence, 
world-class leading Information Technology & Communication (ITC) compa-
nies have launched their own conversational agents’ system/chatbot time to time 
such as Google, Microsoft, Facebook, Amazon, IBM to name a few. 

In this paper, we propose a smart virtual assistant using conversational agents 
technology to improve and enhance student assistance and support in academic 
institutions. The project has two objectives. The immediate objective is to free 
up resources from the mundane tasks that involve the regular updating/maintaining 
of digital resources and create a streamlined process of identifying pain points of 
students, FAQs, and feedback. The longstanding objective is to explore integra-
tion of an empowered version of the chatbot to become a part of a learning 
management system improving the student learning experience and playing the 
role of a virtual tutor. 

Our project will be verified and validated by a group of candidate universities 
and colleges members of the Minnesota State Colleges and Universities (MnSCU). 
MnSCU also called Minnesota State System comprises 30 state colleges and 7 
state universities with 54 campuses throughout the state of Minnesota. The sys-
tem is the largest higher education system in Minnesota and the fourth largest in 
the United States, educating over 375,000 students annually. Our project envi-
sions an incremental deployment approach. The first phase of our project in-
volves a selection of three leading academic institutions in Minnesota; Century 
College; Metro State University; and St. Cloud State University. This pilot will 
help assess the project feasibility, manage risks, and confirm the expected out-
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comes. 
The remainder of this paper is organized as follows. Section 2 presents a com-

prehensive overview of conversational agents and the motivation behind their 
use. Section 3 details the Minnesota State Chatbot system. It presents the Soft-
ware requirements analysis, design and architecture of the AI-Based virtual as-
sistant using conversational agents. Section 4 discusses the various used technic-
al choices and associated methodologies and concludes with future work.  

2. Related Work 

In this section, we first provide an overview of chatbots and the evolution of this 
concept over the years. Next, we detail our motivations to use chatbots to ad-
dress the issue of supporting and assisting students in non-academic matters, in-
cluding orientation, login information, regular check-ins, course registration, 
communicating graduation requirements and applying for graduation. 

2.1. Overview on Conversational Agents 

The term “Conversation Agent” has come to mean a wide variety of systems 
with varying capabilities and purposes, with the underlying assumption that the 
agent participates in a human-machine dialog. Licklider’s “Man-machine sym-
biosis” [9] was one of the earliest discourses from a Human Computer Interac-
tion (HCI) perspective that visualized humans interacting with machines in a 
natural manner. Research in conversation agents started with messaging-based 
chatbots, whose purpose was to maintain a conversation with a human user. 

In 1990, the Loebner Prize was instituted as an annual competition to award 
the most human-like chatbot. The first chatbot emerged in 1966 from MIT, 
called Eliza [10], which emulated a Rogerian psychotherapist. Eliza worked on 
simple declarative rules: If a certain keyword was identified in the user text, it 
responded with one or more predefined outputs. Subsequently, in the latter 
chatbots, the rules used for both natural language understanding and natural 
language generation were enriched. Ontologies were used to represent word 
meanings, reasoning was used to identify user intent, and memory was used to 
continue a contextual dialog [11] [12] [13]. The notable follow-up chatbots in-
cluded MegaHAL [14], Alice [15], and Elizabeth [16]. Recent examples from the 
Loebner winners are Mitsuku and Rose. Popular chatbots that have recently 
emerged from the industry are Xiaoice, Tay and Zo from Microsoft [17]. 

In the last decade, conversational agents started focusing more on utility, with 
the goal of accomplishing specific tasks. Nowadays, conversational agents range 
across several modalities, including speech (such as Siri, Alexa, Cortana), 
text-messaging (such as Domino’s, CNN, Pandorabots, Burberry, etc. found on 
Messenger, Slack, and/or Skype platform), and as multimodal embodied agents. 
Embodied CAs have a graphical front-end as opposed to a robotic body, and at-
tempt to be human-like by employing non-verbal behaviors, such as gestures 
and expressions, in addition to speech. Embodied agents are yet to reach the 
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wider population. On the other hand, the ease of development, familiarity of use, 
and the privacy afforded by purely messaging-based agents have ensured that 
most development efforts have centered on building conversational agents with 
no provision for gestures or speech. Table 1 provides a summary of most popu-
lar text-messaging based CAs, called chatbots.  

2.2. Motivations to Use Conversational Agents/Chatbots 

On a general level, most users expect effectiveness and efficiency, through the 
use of chatbots, in conducting productivity tasks such as access to specific con-
tent or help with administrative chores, while other chatbots may be used for 
entertainment-based and social experiences. Moreover, successful chatbots seem 
to inform users about what to expect from the beginning. This means that they 
are transparent about who the users are having a conversation with—that they 
are interacting with a chatbot and not a human. Information about what chat-
bots are able (and not able) to deliver is another important factor to communi-
cate to the user. However, while there is some existing research into people’s 
uses and motivations for using media technology in general, there is a dearth of 
research on why people use chatbots or stop using them. 

According to the uses-and-gratifications perspective, people’s social and psy-
chological factors produce reasons for their motivations for media use. People 
are found to use media technologies strategically by employing different media 
technologies for diverse purposes. Thus, media users select among media tech-
nologies based on how well a certain media form helps them meet specific needs 
or goals [19]. A fundamental notion in the uses and gratifications perspective 
[20] is that people are motivated by a desire to fulfill certain needs [21]. The key  
 
Table 1. Timeline of conversational agents evolution [18]. 

Year Conversational Agents/Chatbots 

1950 Chatbots Revolution Concept of truly intelligent Machine 

1966 Eliza-MIT-Simulate Human Conversation 

1972 Parry-Added Conversational Strategy 

1988 JABBERWACKEY-Simulate natural human conversation 

1992 Dr. SBAITSO-Speech Synthesis Program 

1995 Alice-Artificial Linguistic Internet Computer Entity 

2001 SMARTERCHILD-Precursor to Apple’s SIRI 

2006 IBM’s WATSON-Natural Language Processing 

2010 SIRI-Apple’s IOS, Natural Language UI 

2012 Google Now-Natural Language for google search 

2015 Alexa-Amazon; using language processing Algorithms 

2015 CORTANA-Bing Search; Natural Voice; Different Language 

2016 Facebook user bots 

2016 TAY-Microsoft to mimic the speech and habit of teenagers 
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is, therefore, not to ask how a particular media use influences users but how us-
ers’ basic needs or requirements influence their particular media choices. These 
choices are found to be motivated by several basic needs such as entertainment, 
social connection, identity, and information. 

Our Minnesota State Chatbot system has been designed while taking into con-
sideration the characteristics of the students’ community. Nowadays, students 
use more frequently their smartphones than any personal or instructional com-
puters. The constant and continuous connection of students to the internet 
through institutionally provided WiFi or commercial internet service providers, 
increases the chances to engage students in interacting with our virtual assistant. 

Typically, students have an assigned academic advisor or a counsellor while 
attending college. However, the availability of the advisor and the frequency of 
student-advisor interaction is particularly limited. Students should benefit from 
the continuous and systematic availability of our proposed virtual assistant 
which will become responsible for student support in all non-academic matters, 
including orientation, login information, regular check-ins, course registration, 
communicating graduation requirements and applying for graduation. Addi-
tionally, the virtual assistant could be trained on identifying a set of at-risk indi-
cators, including consistently late assignments, technology challenges, lack of lo-
gin activity and more. Our virtual assistant will coach students toward successful 
resolution of at-risk indicators. 

3. Minnesota State Chatbot System 

In this section, we detail the followed steps to support the Software Development 
Life-Cycle (SDLC) [22]. First, we present the requirement engineering process 
and highlight the key system requirements. Next, we provide an overview on the 
system design and architecture. Finally, we outline the system security analysis 
of the Minnesota State Chatbot system.  

3.1. System Requirements Engineering 

The Minnesota State Chatbot system has been designed to meet specific re-
quirements that aim to support academic advising and academic counselling ac-
tivities [23]. Therefore, two key actors have been identified: 1) Academic Advi-
sor; 2) Education counsellor. Moreover, with respect to the distributed nature of 
the Minnesota State system involving several colleges and universities, each in-
stitution should independently and autonomously set up and control its instance 
of the chatbot by managing its users and associated resources. Hence a third ac-
tor has been added to the list; 3) Administrator. Figure 1 presents the use case 
diagram of the Minnesota State Chatbot system. 

Requirements describe the characteristics that a system must have to meet 
the needs of the stakeholders. These requirements are typically divided into 
functional and non-functional requirements. Functional Requirements [FR] de-
scribe how a software must behave and what are its features and functions [24].  
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Figure 1. Use case diagram of the conversational agent system. 
 
Non-Functional Requirements [NFR] describe the general characteristics of a 
system [25]. They are also known as quality attributes. 

The following is a selection of functional requirements:  
 [FR1] The system shall allow to create, view and edit users’ accounts for the 

selected users who will be interacting with the system (see Figures 2-7);  
 [FR2] The system shall allow extracting, pull, view and edit frequently asked 

questions;  
 [FR3] The system shall allow to extract, pull, view, and edit existing curricula 

pathways;  
 [FR4] The system shall allow to extract, pull, view and edit courses that are 

scheduled at each academic institution;  
 [FR5] The system shall provide rich information about courses including sec-

tions, classrooms, timing, number of credits, description, student learning out-
comes and assigned teachers;  

 [FR6] The system shall allow various types of users each with specific roles 
and responsibilities in order to maintain the system integrity and ensure the 
control and protection of critical data.  

The above listed functional requirements have been analyzed and validated 
with stakeholders and the following set of quality attributes (non-functional re-
quirement) has been derived:  
 [NFR1] Availability: the system shall be available 24/7/365;  
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Figure 2. Use case diagram create account. 
 

 

Figure 3. Use case diagram LogIn. 
 

 

Figure 4. Use case diagram edit user. 
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Figure 5. Use case diagram activate/deactivate user. 
 

 

Figure 6. Use case diagram view users. 
 

 

Figure 7. Use case diagram view FAQ. 
 

 [NFR2] Configurability: The system shall operate on separate data stores and 
repositories to ensure isolation from other existing information systems in 
each academic institution;  

 [NFR3] Security: Users should be created and managed by the system with 
security features and techniques;  

 [NFR4] Portability: The system shall be exportable and capable of using com-
mon and well-established messaging applications (i.e. Facebook messenger, 
Slack or Microsoft Skype).  

https://doi.org/10.4236/jsea.2021.149027


M. Mekni 
 

 

DOI: 10.4236/jsea.2021.149027 463 Journal of Software Engineering and Applications 
 

Scenarios 
The use case diagram depicted in Figure 8 represents the actions that are re-
quired to meet system requirements. This use case has multiple “paths” that can 
be taken by any user at any one time. A scenario is a single path through the use 
case. It describes a real-world example of how one or more users interact with 
our system. A scenario describes the steps, events, and/or actions which occur 
during the interaction. Usage scenarios can be very detailed, indicating exactly 
how someone works with the user interface, or reasonably high-level describing 
the critical actions but not indicating how they’re performed. This section details 
the scenarios indicated in the use case diagram of the Minnesota State chatbot 
system.  

3.2. System Architecture 

Any chatbot’s software architecture mainly encompasses the layer-architecture 
detailed in Figure 9. 

Channel is the way of communication with users. It may be Slack, FaceBook 
Messenger, Skype or another application. The Application on the side of the 
channel needs to handle events to track incoming messages. It may require spe-
cial permissions. The Connector is the service that interfaces with a bot plat-
form. When integration configuration is done, the App will interact with the 
Connector in order to answer to the user. The Connector in its turn will use de-
scribed linguistic logic and, if needed, will send requests to external services via 
web hooks. The logic service sends back results which the bot will then send to 
the user. Linguistic logic relies on rules and Machine Learning to recognize users 
speech. This recognition subsystem helps to extract important parameters to 
conduct requests to the external web services. 
 

 

Figure 8. Use case diagram add user. 
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Figure 9. A chatbot typical software layered architecture. 
 

In our Minnesota State Chatbot system, we explored several well-known plat-
forms including:  
 DialogFlow provided by Google;  
 Wit.ai provided by Facebook;  
 Watson Conversation provided by IBM;  
 Microsoft Bot platform with LUIS;  
 Amazon Lex.  

We decided to adopt DialogFlow to implement our chatbot and we will dis-
cuss this decision in Sub-Section 4.1, in the following, we will introduce Dialog-
Flow and its main characteristics. 

3.2.1. DialogFlow 
DialogFlow is a tool that supports NLP and is used to detect keywords and in-
tents in a user’s sentence. Its role is to help to build chatbots using Machine 
Learning algorithms. 

Agent: DialogFlow allows for the implementation of NLU modules, called 
agents (basically the face of the bot). This agent connects to your backend and 
provides it with business logic. 

Intent: An agent is made up of intents. Intents are simply actions that a user 
can perform on an agent. It maps what a user says to what action should be tak-
en. They are entry points into a conversation. In short, a user may request the 
same thing in many ways, re-structuring their sentences. But in the end, they 
should all resolve to a single intent. 

Examples of intents can be: “Where is Century College?” or “What does Dr. 
Baani teach?” It is possible to create as many intents as the business logic re-
quires, and even co-relate them, using contexts. An intent decides what API to 
call, with what parameters, and how to respond back, to a user’s request. 
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Entity: An agent wouldn’t know what values to extract from a given user’s in-
put. This is where entities come into play. Any information in a sentence, critical 
to your business logic, will be an entity. This includes concepts like dates, dis-
tance, currency, etc. There are system entities, provided by DialogFlow for sim-
ple things like numbers and dates. And then there are developer defined entities. 

Context: Context is what makes the bot truly conversational. A context-aware 
bot can remember things, and hold a conversation like humans do. Consider the 
following conversation: “Can I register for the course CS-200 if I did not take the 
course CS151?”, “Sorry, you cannot register for CS-200 because the course CS-151 
is a required prerequisite”, “Okay, what about CS-100 then?”, “That works! 
CS-100 does not require any prerequisites”. 

Let us analyse this short yet complex conversation. The first question is 
straightforward to parse. The registration request is about the course “CS-200”, 
and the event, “no successful completion of CS-151”. However, the second 
question, “Okay, what about CS-100 then?” doesn’t specify anything about the 
actual event. It’s implied that we’re talking about “no successful completion of 
CS-151”. This sort of understanding comes naturally to us humans, but bots 
have to be explicitly programmed so that they understand the context across 
these sentences. 

WebHook: One may ask “How do I create a useful chatbot with some com-
plex actions?” That’s where the webhook is handy. Every time DialogFlow 
matches an intent, it is possible to ask DialogFlow to send a request to a specific 
endpoint. An endpoint which will obviously have to be coded to perform a cus-
tomized process. 

The software design and architecture of the Minnesota State Chatbot system 
involves the following technologies; NodeJS [26], DialogFlow [27], MongoDB 
[28], and EJS [29]. The user interactions with the chatbot follows this sequence 
(see Figure 10 for a graphical illustration): 

1) Facebook user sends question;  
2) Question is parsed by DialogFlow for info;  
3) DialogFlow sends extracted info to NodeJS;  
4) NodeJS sends a response back to DialogFlow, may be a button;  
5) DialogFlow forwards the message to Facebook;  
6) When a button: clicking on it directly sends a message to NodeJS;  
7) NodeJS directly responds to Facebook with generated HTML.  

3.2.2. Chatbot Dashboard 
The Dashboard is meant as a jumping-off point for the administrators to cus-
tomize the Minnesota State Chatbot to fit the needs of their academic institution. 
Using the Dashboard, each institution is able to autonomously and indepen-
dently manage its resources and users. Figure 11 provides an overview of the 
Dashboard user interface. The left vertical menu highlights the currently sup-
ported features including, Resource management, Frequent Asked Questions 
management, Course Scheduling management, Pathways management, and  
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Figure 10. Chatbot collaboration workflow. 
 

 

Figure 11. The dashboard system. 
 
user management. Thanks to the dashboard system, each university or college 
will access the dashboard through a secured login process. 

Administrators can create new user accounts. Figure 12 illustrates the user 
interface allowing for the creation of new users. Notice the user type field which 
allows specifying the role of the new user. Two roles are supported: Admin and 
Viewer. Admin users are allowed to perform advanced actions including the edit 
of an account properties, the activation/deactivation of account as well as the 
physical delete of unwanted accounts. Unlike admins, viewers are only allowed 
to view user accounts and perform basic reporting and monitoring activities. 
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Figure 12. The new user creation page only available to admin users. 

3.3. System Security 

The main need for MNSCU Chatbot is to ensure secure network traffic between 
all the connections. Since The Minnesota State Chatbot system handles publicly 
accessible information, it does not require a lot of security layers to protect the 
public data. We have determined that the only security, the Chatbot, needs 
would be running Secure Sockets Layer (SSL) connections for all network traffic. 
Having Hypertext Transfer Protocol Secure (HTTPS) connections would be 
more than sufficient for what the chatbot is handling and would not cause any 
more overhead than necessary. 

Facebook requires any server attempting to connect to its developer servers to 
be a secure HTTPS connection. Any traffic from chatbot servers to facebook will 
be secure because of their regulation. The main connections from NodeJs to Di-
alogFlow to MongoDB would all be using an HTTPS connection as its one and 
only layer currently. The connection from Dashboard to DialogFlow will also 
use a simple HTTPS connection which should be more than enough. Another 
potential layer would be an access token in and out of Dashboard servers since it 
deals with the chatbot resources. 

Dashboard uses an email provider called SendGrid which sends new users a 
welcome email. SendGrid [30] uses Transport Layer Security (TLS) encryption 
for all data in transit so the traffic to and from their server should be secured on 
their end. 

4. Discussion and Future Work 
4.1. Evaluation of DialogFlow 

DialogFlow enables developers to enhance their application’s interaction features 
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for their users through AI-powered text and voice discussions. DialogFlow helps 
save the developers’ time by simplifying the coding process. The system has a 
built-in, inline code editor where developers can perform all their code-related tasks. 

The machine learning technology from Google is now supporting and power-
ing DialogFlow which enhanced its capability. With this, developers are given 
the platform with which they can train their agents. They also have access to 
several templates that are pre-built and can be used as a foundation for chatbot 
development. 

Chatbots created with the aid of DialogFlow can have the capability to engage 
in natural language conversations. When the customers will be talking to an ap-
plication program, usually to ask for support or assistance, they would receive 
in-context replies. The chatbot wouldn’t feel too robotic or mechanical. 

DialogFlow suffers from several limitations. First, it only supports web-based 
applications which excludes desktop as well as iOS or Android based applica-
tions. Moreover, it only supports online customer support and not phone-based. 
One more limitation deals with the types of users of DialogFlow. DialogFlow has 
been adopted mainly by small businesses and it does not seem to meet the ex-
pectations nor the requirements of medium-size and enterprise-level businesses. 
In addition, in its current version, is it impossible to block the matching of an 
intent if a context is present. Also, the training of the machine learning algo-
rithm section is still in beta. 

4.2. Next Generation Learning Management Systems 

The paper acknowledges the importance and growing trends of chatbots in us-
er’s convenience. Chatbots are effective in resolving problems and providing in-
formation accurately to the user and at the same time provide major analytics to 
better understand the user behaviors. 

Learning Management System (LMS) is software used to deliver education 
and training courses by organizing details, creating, managing and delivering the 
courses. LMS can be used for all learning activities whether it’s an employee 
training, orientation, and knowledge retention or learning in school and higher 
education institutions. The LMS has also revolutionized the learning sector 
worldwide through its utilities to students, teachers and administrators at their 
own choices. 

The Next Generation LSM (NGLMS) is expected to include chatbots as an 
approach towards a more systematic and user-friendly environment to seek right 
information at right time through the effective usage of natural language and 
Artificial intelligence. The use of chatbots is expected to effectively reduce the 
time a student spend to locate his information, and allows the teacher to moni-
tor the usage for effective teaching. NGLMSs with the chatbots will enable the 
continuous learning among the students even between the short and long breaks 
due to ease of access, connectivity and relevance of information. The bots will 
keep updating the question bank and the answers thereof to reach the maximum 
accuracy. The user need not to understand the complex NGLMS interface to re-
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solve his doubts by peeping in his NGLMS but will get the quick access to the 
intelligent search. 

Participating academic institutions will get a chance to closely observe the da-
ta related to content, learning habits, usefulness, and ways to deliver the content 
to make the learning more successful through the planned scripting, data analy-
sis and content creation for the learner-centred model. The chatbots in NGLMS 
will enable institutions to know what the students need to learn, how they learn, 
what is being learned and when to make the learning more effective. 

4.3. Future Work 

In this paper, we presented the analysis, design and implementation of the Min-
nesota State Chatbot system that can be customized for each academic institu-
tion member of the Minnesota State system. Although the implemented features 
of the chatbot are quite important and mainly focus on answering students’ 
questions that are institution-specific like tuition, course schedule, events, and 
programs/degrees (Pathways), there are other value-added features that are still 
missing.  

It could be interesting to integrate the Minnesota State Chatbot system with a 
Learning Management System (LMS) [31]. LMS is a cloud-based technology used 
by faculty to deliver content, monitor student participation, and assess student 
performance. It is also used by students to check course material, policy, deliver 
assignments, and check grades. Our Minnesota State Chatbot system would be 
useful to help to identify a set of at-risk indicators, including consistently late as-
signments, technology challenges, lack of login activity and more. 

Moreover, affordability of higher education is a growing issue for students 
and among the factors contributing to this issue is the cost of academic resources 
such as textbooks. To overcome this issue, colleges started adopting Open Edu-
cational Resources (OER) textbooks. Open Educational Resources (OER) are teach-
ing, learning, and research resources that reside in the public domain. Our Min-
nesota State Chatbot system would play a key role in allowing academic institu-
tions to add OER textbooks into the chatbot’s knowledge base. This will add 
value to OER textbooks and students will be able to ask the chatbot questions 
about different topics from the textbook and get valuable and helpful answers 
(Figure 13 and Figure 14).  

Finally, adding voice command capability to our Minnesota State Chatbot 
system is yet another innovative feature that could be implemented. Voice com-
mand is more and more popular and widely adopted user interface to control 
and command software such as chatbots. 

By implementing the features above, the Minnesota State Chatbot system will 
help keep students connected to their learning environment inside and outside of 
the classroom. For example, by integrating the chatbot with LMS, students will be 
able to ask questions (voice or text) like: “When is assignment 1 of course CS-100 
due?” Students will hence receive notifications about assignments approaching due 
dates, reminders of class announcements, school events, etc. (Figure 15). 
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Figure 13. The user management page. All users’ attributes are listed including name, 
email, type, last login data such as last login time, ID, IP address and OS of the used ter-
minal for monitoring purposes. 
 

 

Figure 14. The automated Frequent Asked Questions (FAQ) loading page. 
 

 

Figure 15. The network flow of the Minnesota state chatbot system. 
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