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Abstract 
Traditional Enterprise Resource Planning (ERP) systems with relational da-
tabases take weeks to deliver predictable insights instantly. The most accurate 
information is provided to companies to make the best decisions through 
advanced analytics that examine the past and the future and capture informa-
tion about the present. Integrating machine learning (ML) into financial ERP 
systems offers several benefits, including increased accuracy, efficiency, and 
cost savings. Also, ERP systems are crucial in overseeing different aspects of 
Human Capital Management (HCM) in organizations. The performance of 
the staff draws the interest of the management. In particular, to guarantee 
that the proper employees are assigned to the convenient task at the suitable 
moment, train and qualify them, and build evaluation systems to follow up 
their performance and an attempt to maintain the potential talents of work-
ers. Also, predicting employee salaries correctly is necessary for the efficient 
distribution of resources, retaining talent, and ensuring the success of the or-
ganization as a whole. Conventional ERP system salary forecasting methods 
typically use static reports that only show the system’s current state, without 
analyzing employee data or providing recommendations. We designed and 
enforced a prototype to define to apply ML algorithms on Oracle EBS data to 
enhance employee evaluation using real-time data directly from the ERP sys-
tem. Based on measurements of accuracy, the Random Forest algorithm en-
hanced the performance of this system. This model offers an accuracy of 90% 
on the balanced dataset. 
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1. Introduction 

Since the 1960s, when the first Enterprise Resource Planning system was devel-
oped, the emphasis has mostly been on streamlining and increasing efficiency of 
corporate processes through consolidation. These systems’ basic architecture 
was predominantly data-driven, with a preference for using quantitative metrics 
to inform organizational choices [1].  

Numerous studies have looked into how to incorporate machine learning into 
ERP systems with the goal of improving the efficiency of decision-making [2]. 
For instance, proposed an intelligent ERP system that uses machine learning for 
product quality prediction and supply chain optimization, while proposed a 
machine learning-based recommendation system for decision support in ERP 
systems [3]. 

Businesses today face a variety of difficulties in managing their supply chains, 
including flawed production planning, inaccurate demand forecasting, and inef-
fective inventory management. For production planning, proposed a particle 
swarm optimization algorithm that significantly decreased production costs. For 
inventory management, proposed a reinforcement learning strategy that pro-
duced sizable cost savings [4].  

Data governance, skill sets, and model transparency are challenges of Machine 
Several studies have looked at how machine learning can be integrated with 
finance ERP. For instance, a framework for integrating machine learning with 
ERP was put forth by to improve the prediction of financial events like bank-
ruptcies. To predict bankruptcies, they created models using machine learning 
algorithms and financial ratios obtained from ERP systems. Their findings 
demonstrated that the use of machine learning algorithms increased the predic-
tability of financial events [5]. 

In recent times, the paradigm has shifted from a merely quantitative approach 
to a more qualitative approach, particularly in the domain of human resource 
management and employee evaluation [1]. As of right now, traditional methods 
of performance reviews are unable to provide timely feedback, track perfor-
mance in real-time, or improve employee opportunities [6]. Furthermore, an 
employee’s chances of being promoted may be harmed by a supervisor’s preju-
diced or false report. The bulk of organizations’ existing promotion procedure 
should be viewed as misleading because it is reliant on supervisors’ opinions [7].  

Organizations must compare employee performance to expectations and put 
preventive and corrective measures in place to stop a decline in employee per-
formance. It also gives the company the ability to inspire employees even more 
to enhance their productivity, working environment, and work skills. It also 
points out sections that require updating or changing. Employee attrition is the 
outcome of poor performance, and this will undoubtedly negatively impact the 
productivity and culture of the company [8].  

Since it has a significant impact on employees’ careers, performance, attitudes, 
loyalty, responsibilities, and general productivity, promotions are crucial in the 
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majority of organizations. In addition to other irreplaceable details, a corpora-
tion loses long-term employees’ experiences and client relationships. We can as-
certain whether a specific employee has shown a pattern of improvement based 
on previous performance evaluations. Inaccurate information could lead to the 
reward of unfit workers rather than diligent ones. The challenging challenge of 
deciding which personnel should be promoted faces many organizations [7].  

Regardless of the scheduled assessment times (annual or quarterly), we ex-
plored in this study the significance of integrating machine learning (ML) with 
enterprise resource planning (ERP) systems and leveraging Python capabilities 
to use ML algorithms on ERP real-time data to anticipate employee evaluation at 
any time. 

As businesses aim to use technology to discover new efficiencies and insights, 
using Machine Learning techniques in ERP systems offers a promising way for-
ward. Incorporating ML methods in ERP systems provides a strategic opportu-
nity to improve the precision and effectiveness of salary forecasts, helping or-
ganizations enhance compensation strategies and stay competitive in the talent 
market. Machine learning algorithms can detect employees who may leave their 
jobs because they are dissatisfied with their salary, allowing for preemptive ac-
tions to keep them [9]. 

By using both machine learning (ML) and Enterprise Resource Planning (ERP) 
together, organizations can predict employee salaries more effectively. This ap-
proach involves analyzing various data points, including education, experience, 
job position, and performance metrics, to estimate an employee’s salary accu-
rately. This approach to data utilization ensures that salaries are fairly and im-
partially determined based on appropriate criteria. Machine learning algo-
rithms can analyze historical salary data and market trends to provide insights 
into typical salary ranges for different roles and locations. This information 
can help HR professionals make improved decisions when developing com-
pensation strategies and adjusting salary structures to remain competitive in 
the market [10]. 

Machine learning algorithms help identify and minimize pay disparities and 
biases by analyzing salary data and identifying discrepancies related to attributes 
like gender, race, or other demographics. This can help organizations ensure fair 
and impartial compensation practices. Accurately forecasting employee salaries 
can help identify workers who may quit due to being unhappy with their pay, 
allowing companies to proactively intervene to retain important staff members. 
Overall, employing machine learning to predict employee wages in human capi-
tal management may lead to better, impartial, and data-driven payment methods 
that benefit both employees and the organization as a whole [11]. 

Multitudinous ERP providers have started to add AI capabilities to their sys-
tems in order to add AI-powered features. These enterprises demonstrate that 
incorporating AI into ERP systems is possible and act as early pointers of AI 
readiness. Still, to use the AI-driven pall services offered by these merchandisers, 
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the stoner must subscribe to SaaS. also, to customize any of the products like 
SAP S/4HANA, Oracle Fusion, Microsoft Dynamics 365, and In for Cloud-
Suite—the client must subscribe to PaaS. Likewise, seller restrictions and limits 
apply to AI-driven functionality. 

Without the need for additional infrastructure or programming expertise, the 
study enabled Pythonista (application users) to run machine learning algorithms 
in their environment. 

2. Background  

1) Employee performance evaluation is critical in any organization, as it has 
a significant effect on employee career performance and company productivity. 
The HR department companions the employees to achieve their career thing 
within organizations. Consequently, an organization builds an educated pool by 
retaining effective employees, who, in turn, become competent leaders in the 
future [7]. 

2) Enterprise Resource Planning (ERP) systems provide an integrated and 
continuously streamlined view of core business processes, allowing organiza-
tions to optimize their operations. The ERP system’s function is to apply best 
practices to the management of numerous departmental responsibilities inside a 
business. ERP systems are currently one of the most crucial elements of any suc-
cessful company and are growing more and more essential [1]. Popular ERP 
systems include Oracle EBS, SAP, and Microsoft Dynamics. 

3) Artificial Intelligence (AI) The form of intelligence that is represented by 
a computer or software is called Artificial Intelligence (AI). It might include 
everything from simple automated processes to extremely complex systems that 
can forecast results through data analysis. The preferred method for developing 
software or computers that can grasp, learn from gathered data, and make 
judgments based on patterns that the computer can recognize is artificial intelli-
gence (AI). These patterns might be a little too dramatic for humans to notice or 
quickly and accurately calculate on their own [1]. 

4) The machine learning (ML) division of AI helps to automate the process 
of building logical models. It is based on the idea that computers are capable of 
learning from data, identifying patterns in it, and forming conclusions with mi-
nimal assistance from humans [7]. 

5) A Random Forest is a model that averages the predictions made by nu-
merous decision trees. These trees are produced by varying several factors, in-
cluding the data used to train the tree and other tree attributes [7]. 

6) A Pythonista is a somebody who uses the Python programming language 
to do out tasks. Those that are continuously developing new ideas and using Py-
thon to create new things are known as Pythonista [12].  

7) Pythoneer is the most popular term for an experienced Python coder. Be-
cause of the expertise of Python experts, the term “Pythoneer” can be used more 
broadly [12].  
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3. Related Work 

R, S Dhivya and P, Sujatha [6] in 2023 mentioned, that the classification ap-
proach is used to identify talented employees within the organization. The clas-
sification model is used to determine whether a given hand performs well or 
poorly in order to make this forecast. Scientists in a variety of scientific domains 
generated and predicted rules using data mining classification algorithms. Next, 
they suggest using the Ensemble XG Boost Random Forest Hybrid Algorithm 
(EXGBRF) to predict performance. The outcome demonstrates complete delica-
cy [6].  

Alqahtani, Fatma Ayed, and, Abdulaziz Almaleh in 2022 [7] mentioned that 
the prediction models listed below were created. Models such as KNN, Ensemble 
(Adaboosting and Gradient Boosting), Random Forest, Decision Tree, KNN, 
Support Vector Machine, and Logistic Regression. The Gradient Boosting algo-
rithm fared better than the other classification algorithms, according to the re-
sults. The findings show that there was no prejudice and that promotion was not 
significantly influenced by the department of characteristics or the recruitment 
channel. Out of all the features, the ratings from the previous year were the most 
significant. More information would enable more refined solutions. The goal of 
this study was to use machine learning to identify which exceptional workers 
would be eligible for promotions. The primary objective was to build prediction 
models with classification algorithms in order to identify the most important va-
riables affecting employee advancement and to forecast if a worker is eligible for 
one [7].  

Goundar, Sam; Nayyar, Anand; Maharaj, Moniker; Ratnam, Karunesh; Pra-
sad, Shalvin in 2021 [1] mentioned, the subsequent inquiries for research: What 
issues do the ERP systems have? How might AI address these issues? The study’s 
conclusion is that knowledge management and organizational decision-making 
processes can be enhanced by combining AI and decision support systems with 
IT systems. By evaluating greater datasets than previously allowed, AI in ERP 
systems can enhance modular functionalities. AI is incorporated into ERP sys-
tems to enable the software to learn from previous data collected by the system 
and train itself, resulting in the provision of patterns and forecasts more quickly 
and accurately [1]. 

Nasr, Mona; Shaaban, Essam; Samir, Ahmed in 2019 [13] mentioned that 
management takes an interest in employees’ work to guarantee that the appro-
priate person is put in the right position at the correct time. Since then, data 
mining (DM) has played an increasingly important part in the process of gaining 
knowledge from vast volumes of data. An actual dataset was supplied by the 
Ministry of Egyptian Civil Aviation (MOCA) in order to forecast the classifica-
tion model used in this paper, which was built using DM techniques. Among 
the techniques are Decision Trees (DT), Nave Bayes, and Support Vector Ma-
chines (SVM). With the best prediction accuracy across all three studies, the 
SVM approach emerged as the most successful classifier for creating the pre-
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dictive model [13]. 

4. Methodology 

As represented in Figure 1, the following are the main stages of the suggested 
methodology for compensation or performance predictions for employees. 
During the first stage, known as the “Build” step, the Pythoneer constructs the 
model and examines a collection of variables from the training dataset. It is  
 

 
Figure 1. The overall proposed model. 
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presumed that every variable is related to and pertains to a designated class. By 
testing the model with a different dataset, the second phase is in charge of de-
termining the model’s or classifier’s correctness, or validating the model. The fi-
nal phase is when Pythonista can apply the model or classifier to newly discov-
ered data to make predictions about particular unknown label classes if the clas-
sifier accuracy is deemed acceptable. There are three main stages to the first 
phase. The gathering of data from ERP is the initial step. Enhancing data effi-
ciency represents the second phase. In order to prepare the data for future anal-
ysis, this step involves identifying and handling missing values, eliminating noi-
sy, unnecessary, or duplicate distribution data, and handling imbalanced distri-
bution data. Pythonista selects features at this stage as well in order to reduce 
unnecessary data and eliminate undesirable qualities in order to prevent overfit-
ting. The final step involves using Pythoneer to feed our suggested Random For-
est model with the train and test data in order to forecast employee performance. 

4.1. STAGE 1—Data Collection  

Finding a model that can predict employee performance using real-time data 
straight from ERP is the aim of this research. The “oracledb” library is utilized in 
our prototype to extract data from Oracle EBS “HCM Performance Management 
Application” and subsequently transform it into a DataFrame format. Table 1 
illustrates the 13 features present in the data. The columns in the test and train 
data are the same, with the exception of is_promoted, which is missing from the 
test data. 
 
Table 1. Employee dataset features for employee. 

Attributes Data Type Description 

employee_id int64 Unique ID for employee 
Department String Department of employee 
Region String Region of employment (unordered) 
Education String Education Level 
Gender String Gender of Employee 
recruitment_channel String Channel of recruitment for employee 

no_of_trainings int64 
no other training completed in the previous 
year on soft skills, technical skills, etc 

Age int64 Age of Employee 

previous_ year_ rating float64 Employee Rating for the previous year 

length_ of_ service int64 Length of service in years 

awards_ won? 
int64 
1 Yes, 0 No 

if awards were won during the previous  
year then 1 else 0 

avg_training_score int64 
Average score in current training  
evaluations 

is_promoted 
int64 
1 Yes, 0 No 

(Output) Eligible for promotion 
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4.2. STAGE 2—Increase Data Efficiency 

Pre-processing at this point eliminates noisy data and improves the efficacy of 
the data. Subsequently, the data are deconstructed and forwarded to subsequent 
phases. Avoiding unnecessary and gratuitous variables is essential to ensure the 
model operates effectively. Another method of data reduction is thought to be data 
conception. An outlier can only exist in the length_of_service and avg_training 
score columns, just like in Table 1. Given that other variables can have many 
values. 

Is_promoted is the desired column. How uneven it is shown in Figure 2. 
Stated otherwise, the ratio of 0 to 1 values is higher. This could lead to the model 
becoming biased. To address this, we employed Random Over Sampler, which 
has the advantage of increasing the quantity of samples the model needs to train 
on. 

Figure 3 and Figure 4 present samples of data before and after Stage 2, while 
we: 
- Fill the missing values in education and previous_year_rating; 
- Create a new features (sum_metric and total_score); 
- Remove unnecessary features (employee_id); 
- Apply Label Encoder for Normalization on department, gender, and re-

cruitment_channel. 

4.3. STAGE 3—ML Model  

For this investigation, a Random Forest model was utilized. With this method,  
 

 
Figure 2. Distribution of target variable. 

 

 
Figure 3. Sample of dataset before Stage 2. 
 

 
Figure 4. Sample of dataset after Stage 2. 
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Figure 5. Model scores. 

 

 
Figure 6. Classification matrix. 

 
data is seeded into our suggested prediction model after training and testing are 
split into 80:20 ratios. Among the models at our disposal is this one. We pre-
sented this model solely as a proof-of-concept for the investigation. 

4.4. Evaluation  

Similar to Figure 5, 99% of the training data’s items were anticipated correctly. 
Despite the high result, there is no reason to believe that overfitting occurred 
because the accuracy score for the test data is similarly high. In other words, 98% 
of the test data’s entries were accurately anticipated. 

Similar to Figure 6, the model accurately predicts 98% of the cases in the da-
taset based on its 0.98 accuracy, recall, macro average precision, and F1-score. 

5. Results and Discussions 

This study suggests that we may integrate AI capabilities into ERP systems 
on-premises, eliminating the requirement for cloud servers and vendor restric-
tions. Additionally, it can be customized by using Python’s open committee 
support. 

In order to maintain relevance and competitiveness in dynamic corporate 
contexts, machine learning (ML) algorithms in ERP systems evaluate large 
amounts of data, enhance decision-making, automate repetitive operations, and 
continuously learn from new data. This essay has demonstrated and examined 
the idea that an organization’s real-time data performs best when predictions are 
accurate, and it has been shown to be done so in good faith. 

6. Conclusion 

The suggested approach for forecasting employee performance is broken down 
into three main stages, as shown in Figure 1. The Pythoneer constructs the 
model and examines a collection of training dataset variables in the first stage, 
which is referred to as the build step. Additionally, the Pythoneer in the second 
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phase is in charge of determining the model’s or classifier’s correctness (validat-
ing the model) by putting it to the test on a different dataset. Pythonista can ap-
ply the model or classifier to newly discovered data to create predictions by sub- 
mitting a request straight from the ERP application with the employee’s number 
or name, and this is regarded as the third phase, provided the classifier’s preci-
sion is deemed appropriate. 
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