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Abstract 
In the current technological landscape, a lot of risks are present due to the 
availability of existing and novel kinds of attacks. For these attacks to be coun-
tered, systems that identify all the variants without any false positives and false 
negatives are in high demand. The existence of traditional attack detection 
methods, such as the signature-based algorithms, has proven that they cannot 
spot new attacks. This is because they work based on a database that has sig-
natures of attacks. The other methods of detecting attacks that have been ex-
plored in this study are the hybrid and machine learning methods for detect-
ing zero-day attacks. In this research, we are coming up with an ensemble set 
of machine learning algorithms that identify novel and existing attacks in real 
time from an existing dataset. All of these concepts are mainly based on the 
Confidentiality, Integrity and Availability (CIA) triad. In order to come up 
with this, the main method of deployment to be used is the machine learning 
pipeline. The study has a firm foundation based on theorems such as Bayes 
and the fundamental principles of computational learning theory. This is com-
posed of stages such as the identification, cleaning, analysis and feature engi-
neering of the data. From there, the ensemble algorithm will be implemented, 
its accuracy measured and then tuned to improve its efficiency. 
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1. Introduction 
1.1. Background  

Today, the world is experiencing the transformation of services into digitized 
models. Some activities are making internet an inevitable resource required while 
carrying out various tasks such as shopping, studying, gaming, conversing, and 
financial activities among others [1]. A great portion of the population today de-
pends on the internet to undertake activities that are carried out on a daily basis. 
This makes them susceptible to various cyberattacks and threats [2]. These threats 
and attacks are propagated and implemented through malicious programs re-
ferred to as malware. Malware is an application that is explicitly developed to per-
form mischievous activities that cause unauthorized access to a computer system, 
disrupting or damaging the underlying computer system and data [3].  

From a global perspective, a lot of research has been done with regard to the 
various methodologies of artificial intelligence and how they can be used in cy-
bersecurity. For instance, there have been artificial intelligence systems that have 
used data mining, behavior and deep learning concepts in order to detect zero-
day malware. The normal functionality of these systems has been to use classifi-
cation methodologies to come up with subclasses. The main categories that have 
been obtained as a result of this process are either malicious or benign data. A 
common strategy used today is neural networks and Support Vector Machine 
(SVM) algorithms. Secondly, ensemble algorithms have also been used in these 
instances. One main example of an algorithm that is used is the random forest 
algorithm. This algorithm operates through the use of votes, whereby the majority 
winner in each instance is considered as the result of that process. This, in return, 
has also provided a great opportunity for the exploration of clustering algorithms 
[4].  

The detection of malicious activities and the offering of a safe ecosystem against 
cyberattacks has become a priority for researchers and security firms. A common 
technique for detection of malware is through the use of signatures. This concept 
involves the use of patterns for a suspicious against available malware patterns. 
Systems such as Intrusion Detection Systems (IDS) habitually employ such tech-
niques and tools that match patterns to device rule-based detection techniques. 
Signature and the use of rules as detection mechanisms that rely on matching pat-
terns have been proven to detect only a trivial category of all types of malicious 
items. These methodologies are therefore deemed as less efficient in identification 
of more advanced and unidentified, or freshly developed viruses, performing even 
more poorly in detection of malware programs that have no history or a straight-
forward remediation approach, known as zero-day malware [5].  

“Zero-day attack” is considered as a type of cyber-attack that manipulates soft-
ware weakness that isn’t known to those who would typically handle such issues, 
such as the software manufacturers or antivirus providers. “Zero-day” means that 
these vendors have no time to address the vulnerability before it’s been exploited, 
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as they’re only made aware of the issue when the attack happens [1]. Thus, they 
have “zero days” to develop and release a solution or patch to rectify the problem. 
These weaknesses are the main contributors to the attacks that lead to the com-
promise of systems in organizations. Another dimension to it is due to the fact 
that the vendor of some hardware or software that was implemented has limited 
time to resolve the attack that may have come up. This situation is usually a race 
against time because vulnerabilities may be released to the public. When this is 
done, a lot of consequences can be encountered. It has also been established that 
in order to survive zero-day attacks, detection and prevention strategies are very 
critical in order to safeguard systems against this vice. In order to carry out the 
simulations, a segregated environment from the normal technology ecosystem is 
usually set up. This environment is referred to as a sandbox. It is used as a proof-
of-concept strategy for operations used in various modern-day attacks [6].  

Malware detection systems that use signature-based techniques may not be 
able to identify zero-day malware programs. Therefore, instead of employing 
syntactical techniques, analytical approaches such as machine learning (ML) or 
deep learning (DL) should be used [7]. Machine learning is a division in Artifi-
cial Intelligence (AI) whose models encompass a collection of algorithms using 
statistics that can learn from a pool of data and extract complex trends that are 
uneasily observable concepts. The learnt and generated trends are utilized in 
forecasting, categorizing, and regressing future occurrences and scenarios. This 
motivation has led to a noticeable amount of research, geared towards imple-
mentation of ML models in cybersecurity with the aim of augmenting and rein-
forcing existing techniques to detect sophisticated malware programs that re-
quire modern advanced detection capabilities. Introduction of intelligence com-
ponent to existing cybersecurity threat detection strategies, can add a compli-
cated layer of security that can minimize the rate of occurrences of threats if 
planned correctly [8]. 

Internet environment safeguarded using signature or rule-based detection sys-
tems is susceptible to modern attacks without indicators that show compromise 
and are linked to the malware program. It is therefore important to focus on ML 
based technique that will scan and analyze internet traffic for any malicious intent. 
Over the past recent years, professionals have designed and developed ML-based 
algorithms that are meant to reinforce existing malware detection techniques. 
Most notable algorithms are conventional ML algorithms that cluster a given da-
taset into individual sub-classes by employing different clustering techniques from 
which patterns can be generated. Other algorithms based on regression fit numer-
ous linear regression metrics on the data to generate patterns required by ML model 
to learn from [9]. Other algorithms employ random forest approach to build sev-
eral internal decision tree algorithms and then take the popular outputs of the 
internal decision tree algorithms to achieve clustering. Combining the strengths 
of regression-based algorithms with random-based algorithms can yield a hybrid 
algorithm that explores the concealed relationships between the dataset features 
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to form a hierarchical model that performs clustering more efficiently, and thus 
detects zero-day malware more accurately, which is the undertaking that this re-
search seeks to explore [6]. 

There have been several challenges when it comes to resolving issues tied to 
joining the machine learning and cybersecurity fields. For instance, it may be 
difficult to select the best machine learning algorithm that can match the prob-
lem to be solved and the dataset at hand. From the technical side, there have 
also been missing values that result in bias that affect the accuracy of the algo-
rithms. The next challenge is that even when the algorithms are solving a cyber-
security challenge, they can also fall prey to attacks. This may be due to the fact 
that there may be vulnerabilities that can be directly targeted towards them. It 
has been witnessed that attackers corrupt the input data that is sent to these 
algorithms so that they may be considered as benign. This will result in im-
proper decision-making by these algorithms. Some algorithms, such as Principal 
Component Analysis (PCA) and SpamBayes, have been noted to have vulnera-
bilities to causative attacks. These attacks interfere with the process by which 
the algorithms are trained [10].  

1.2. Problem Statement 

The pre-existing low accuracy of various kinds of algorithms is due to the use of 
one algorithm as a decision maker as to whether an item is malicious or not. When 
several algorithms are used in an ensemble, more accuracy is obtained. In the case 
of signature-based systems, they may be unable to detect new attacks due to the 
limitation of the new and latest signatures not being introduced to them. 

A resultant effect of the low accuracy in the existing singular algorithms would 
be a high intensity of false positives and false negatives. This would make mali-
cious data be considered benign. At the same time, benign data can be considered 
as malicious. These wrong results might lead to wrong informed decisions. The 
false positives and false negatives might also lead to actions that may hinder com-
munication. For instance, packets can be blocked by the firewall(s) that may be 
dependent on this system through channels such as Application Programming 
Interfaces (API). Therefore, this study proposes to improve the accuracy of algo-
rithms that detect zero-day and pre-existing attacks through the use of ensemble 
machine learning algorithms.  

1.3. Objectives 
1.3.1. Main Objective  
The main objective of this research is to develop an ensemble machine learning 
based algorithm for enhancing the detection of zero-day attacks. 

1.3.2. Specific Objectives 
i) To analyze existing algorithms for the detection of zero-day attacks. 
ii) To design an ensemble algorithm for detecting zero-day attacks. 
iii) To implement the ensemble algorithm for detecting zero-day attacks. 
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iv) To validate the developed algorithm. 

2. Critical Analysis of Literature and Research Gaps 
2.1. Categories of Attacks in the Cybersecurity Domain 

In cybersecurity, there are two main categories that are commonly encountered. 
These are the active attacks and passive attacks. The operation of the attacks is 
based on the Confidentiality, Integrity and Availability (CIA) triad of data as shown 
in Figure 1 below [11]. Active attacks are mainly aimed to gain access into systems 
that rightful administrative permissions have not yet been granted to whoever is 
trying to conduct the attack. This attack can also be attributed to causing disturb-
ance in the systems that it was sent to. For example, when a Denial of Service 
(DoS) attack is sent to an environment, it would cause interferences such as data 
packets being dropped and resources such as memory depleted. It is accomplished 
by flooding a network with an overflow of packets beyond the system’s ability to 
withstand that flow [10]. 
 

 
Figure 1. The CIA triad [11]. 

 
Before an active or passive attack is carried out, the adversary who intends to 

launch an attack on a system stays in the system in an undetected mode for some 
good amount of time. This situation forms the buildup of an Advanced Persistent 
Threat (APT). The reason behind this is to enable him/her to get a clear under-
standing of how the system operates in order to accomplish the routines that it 
usually performs. Active attacks have the ability of compromising the threefold 
security structure of systems. The major components of the network that are also 
analyzed during this period are the Data-Link (MAC), Physical, transport, net-
work and application layers. For each of the layers listed above, there is a set of 
attacks and defenses that can be implemented on them [12].  

When it comes to passive attacks, they are considered as ones that cannot be 
detected by various means such as the utilization of firewalls, Intrusion Prevention 
Systems (IPS) and Intrusion Detection Systems (IDS). They can operate as Man-
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In-The-Middle (MITM) attacks in order to intercept communications that are be-
ing exchanged back and forth between the sender and the receiver [13].  

2.2. Zero-Day Attacks 

Zero-day attacks refer to flaws that were not yet identified in various kinds of soft-
ware and networks. It is through these zero-day attacks that there may be successful 
attacks that may lead to various forms of compromise. There has been a lot of dy-
namism when it comes to changes regarding technological concepts that are used to 
solve various problems on a day to day basis. Out of this dynamism, there may 
sprout various fresh attacks that may have not been identified in the recent past. 
Also, all kinds of attacks may not be fully identified. This is because different attack-
ers may take different approaches in order to solve the objectives that they may have 
intended to achieve. The thought and execution process of managing the zero-days 
that have already been identified has also been noted to be a very huge challenge to 
security professionals. This is due to the fact that most incident response processes 
are not a one-day event when it comes to their full implementation [14]]. 

A common trait that has been identified in zero-day attacks is the fact that they 
leverage on the fact that vendors are not aware of an existing issue within the sys-
tem that they may be providing to various clients. The complexity comes in when 
it comes to the confirmed identification and patching of the zero-days by the ven-
dors. The mode of operations of these attacks can take a lot of different shapes. 
For instance, the zero-day can target the hardware or even the accounts that may 
be attached to the devices [14].  

One of the major traits of zero-day attacks is the fact that they can be able to take 
up a similar method of operation as compared to other attacks. From there, some 
modifications can be made in order to take up a novel operation strategy. That is 
when it may then be able to have a successful attempt on the system that might 
have been targeted. According to [15], there was a very huge challenge when it 
came to the identification of polymorphic worms. The attack was considered to be 
a denial-of-service attacks. This is because resources such as memory in the devices 
that were subjected to this attack became depleted. These attacks had a tendency of 
spreading through networks. Through this, the attack was also noted to have the 
ability to compromise several hosts that may be connected to the same network 
simultaneously. The dynamism of this attack that made them to be considered to 
be a zero-day was the fact that they had the ability to operate in new and unique 
modes. Due to the new formats that were coming up with time, there were different 
signatures that were being recorded upon every instance of identification. Since the 
new signature was not recorded in a database or repository of existing attacks, they 
had the potential of being considered as zero-day attacks.  

2.2.1. Features for Detecting Zero-Day Attacks 
There are several features of zero-day attacks that can be used in their detection 
process. One of them is the patterns that the zero-day attacks have. These patterns 
can be spotted through their script files, the spywares that they come along with 
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and even Trojans that they use. This is because they can be derivatives of existing 
viruses that were used before to carry out attacks. The second feature of zero-
day attacks that can assist in their identification are the behaviors they take up. 
For instance, a zero-day attack that carries out a Denial of Service (DoS) will be 
identified with the behavior of consuming the resources that are used in the 
devices in a network. The third identification feature is that there are zero-day 
attacks that take up the signatures of other existing attacks that were initially rec-
orded. This therefore make them not to become fully recognized as zero-day at-
tacks [16].  

The challenge with the research by [16] is that they do not provide an ade-
quately detailed description of the Symantec’s 2006-2021 dataset. There needs to 
be clear validation of the suitability of the dataset to the research that was being 
conducted. Also, there were no implementation descriptions that were provided 
with regards to the proposed utilization of the C# detection method for the detec-
tion of worms. The performance metrics and the results obtained after the evalu-
ation have not been clearly defined in the research. 

2.2.2. Improvement of Zero-Day Attacks 
Modern day zero-day attacks have been able to improve over the years in order to 
beat the security strategies that have been put in place in order to mitigate them. 
The improvements happen due to the advanced exploration of protocols and ap-
plications with their specific versions by attackers. From there, custom zero-day 
attacks can then be implemented based on the inferences that have been obtained. 
Another major improvement that comes along with modern zero-day attacks is 
the analysis of patches that have been made recently to cover up the pre-existing 
vulnerabilities. For instance, the Stuxnet attack was used in uranium plants in 
Iran. It operated through the use of five identified vulnerabilities. One of the vul-
nerabilities was patched by Microsoft but the same patch was once again used by 
hackers as an attack vector [17]. 

It has been highly observed that the creation of these zero-day attacks have been 
for specific purposes. For instance, a zero day might be built to attack the systems 
of a specific organization after their Information Technology (IT) infrastructure 
has been well understood. That is why they are considered to be attacks with un-
derestimated impact. This is because they were unforeseen and when they attack 
nobody knows in advance the impact that they would bring [17]. 

2.3. Approaches for Detecting Attacks in Cybersecurity 

In general, there are two main approaches for identifying zero-day attacks. These 
are the approaches that use signature and machine learning models. Before select-
ing the best approach that may be suited for an organization, there are various 
factors that are usually considered during the selection process. For instance, the 
cost that is incurred in the processes of development and maintenance should be 
feasible. Also, the system should be capable of providing accurate results so that 
correct decisions can be made [18].  
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2.3.1. Signature-Based Approaches for Attack Detection 
This is mainly considered as the traditional method for anomaly detection. A 
compilation of processes that happened during various instances are put together 
into a database. From there, the patterns that can be identified for normal and 
anomalous behaviors are used to decide as to whether some data is malicious or 
benign. Then, future transactions that can either be normal or anomalous are com-
pared to the instances that were used as reference points. The absence of new ac-
tivities’ signatures means that a decision cannot be made on whether the action was 
malicious or benign. Though the functionality of signature-based approach can be 
highly acknowledged for assisting in improving the security of systems, it has a 
low rate of detection for attacks that are based on the concepts of spam. This may 
call forth for additional security measures such as stemming and noise elimination 
to improve the effectiveness of the concepts that will be used [19]. 

2.3.2. Machine Learning Methods for Attack Detection 
Machine learning refers to the process of implementing systems that improve 
their performance when the experience becomes increased. This happens when 
the algorithms are subjected to some data that they can learn from. From there, 
they give some output that may be desired by the end user. This concept is also 
considered to be as a subcategory in the specialization of artificial intelligence. It 
also involves processes such as fitting of models and inferencing so that they op-
erate in accordance to the objectives that they were designed to achieve. Useful 
information is obtained from the dataset that is used in the learning process to 
result in outputs that are mostly probabilistic. This process is a derivative of how 
the human mind functions [20].  

For purposes of organization, machine learning algorithms are ordered in a tax-
onomic manner. The main factor that is used in the categorization process is the 
desired outcome that may be obtained after the algorithm accomplishes its tasks. 
The first category is supervised algorithms that give an output based on a function 
that receives data from some input. For instance, supervised algorithms can be 
used to classify data according to the groups that may be needed. Semi-supervised 
machine learning algorithms utilize a combination of both labelled and unlabeled 
datasets to get an end output that was desired. As for unsupervised algorithms, 
they use unlabeled data to carry out operations such as clustering. It operates on 
the basis of finding patterns and regularities based on the statistics that are carried 
out by the algorithms the data is subjected to [21].  

In order to make an effective project, various concepts tied directly to machine 
learning are used in order to boost the accuracy of the whole procedure. The focus 
for this scope will be the implementation of an ensemble for supervised machine 
learning algorithms. The configurations that can be made include the grid search 
strategy. This involves carrying out a search through the hyperparameter config-
uration strategies which are standard for the algorithms to be deployed. This is 
the most rudimentary and brute-force method for hyperparameter tuning. It 
starts by defining a set of values for each hyperparameter, and grid search will test 
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every probable combination of these hyperparameters. Also, a cross-validation 
procedure can be carried out to facilitate a more comprehensive training on the 
set of algorithms to be used. From there, validation metrics to confirm the accu-
racy of the results obtained from the test set will be carried out. Accuracy metrics 
that can be used during this phase include F1-score, precision and/or recall. In 
case the accuracy might be found to be low, further tuning can be done to the 
algorithms in order to improve the accuracy [22].  

There was a research done to detect anomalies using the Support Vector Ma-
chines algorithm. In order to carry out the implementation of this process, three 
different datasets were used to accomplish this mission. The data was obtained 
from the telecommunication network. As a result, the accuracy of this project was 
gauged as a good one. In order for the algorithm to become fully operational, it 
involved the use of a kernel function known as the Radical Basic Function in order 
to operate. One major challenge with this function is that the parameters used in 
the process of configuration are very hard to define. Then monotony of this algo-
rithm also limited the evaluation of the performance of the results obtained with 
other kernels that would be used for the same operations [23].  

The described research brought along with it weaknesses that ranged from the 
unclear explanation of the tuning strategies used for the one-class Support Vector 
Machine (SVM) algorithm. This is a model that highly relies on tuning strategies 
such as cross validation and grid search. On the other hand, the algorithm is not 
well suited for huge datasets. These key performance indicators can be identified 
during the test phase before it becomes deployed into various real-life scenarios. 
The dataset used was also not able to fully cover on the modern network traffic 
patterns. This is because the dataset was available in 2008. This dataset does not 
cover the network traffic properties that are available today. This is due to the 
many technological changes that have happened to date [23].  

According to a project carried out by [24], it was also established that there is a 
possibility of carrying out an ensemble of three machine learning algorithms to 
achieve the end goal. In this scenario, a one-class Support Vector Machines (SVM) 
algorithm, multivariate normal distribution and the K-Nearest Neighbor algo-
rithms were used in this process. As for the performance evaluation procedure, 
the recall and precision methodologies were used in this phase. Though it was 
established that this anomaly detection strategy worked in good condition in the 
real-time instances it was being used, flaws were established within the system. 
The first one is that the training and testing times for these algorithms were not 
described. Additionally, improvements were found to be necessary in the meth-
odology that was used for the feature selection procedure in the experiment. 

The research does not clearly outline the processing speed to produce the re-
sults after it is received in the system. This metrics can be done in time units such 
as milliseconds and seconds. It does also not outline the latency that would be 
encountered in case high volumes of traffic such as 10Gbps would be reliant on 
the system for the identification of security issues. The computation requirements 
on the hardware side of the equipment needed to operate this program were not 

https://doi.org/10.4236/jis.2025.163021


D. J. Kavoi et al. 
 

 

DOI: 10.4236/jis.2025.163021 415 Journal of Information Security 
 

outlined. This would also be anchored on factors such as the volume of traffic that 
would need to be processed by the system [24].  

2.3.3. Hybrid Methods for Attack Detection 
In another research, a group implemented a system that takes up the properties of 
a clustering algorithm and the Fuzzy C-Means and Artificial Neural Network. The 
clustering algorithm that was being used was Fuzzy C-Means. It was used to iden-
tify anomalies that were being identified at the hypervisor layer. The system that 
was implemented was named the Hypervisor Detector. The main role of the neu-
ral network was to facilitate the improvement of the accuracy of the algorithm 
[25]. The main dataset that was used in the experimentation phase was the 
DARPA KDD Cup Dataset 1999. In summary, the main categories of methods 
that can be used in the detection of attacks are signature, machine learning and 
hybrid methods as summarized in Figure 2 below [25]. One of the main items 
that were identified in this process was that the algorithm combination had a high 
accuracy. In addition to that, it had a low false negative and false positive rate. It 
was also noted that the algorithm had great performance as compared to singular 
machine learning algorithms such as Naïve Bayes.  
 

 
Figure 2. Methods for detecting attacks [25]. 

2.4. Challenges in Detecting Attacks in Cybersecurity 

There is a huge amount of challenges when it comes to both approaches. For in-
stance, the signature-based systems are inefficient when it comes to the detection 
of attacks. This can be generally attributed to the fact that attackers consistently 
try to find strategies to evade detection by these systems [26]. If the new attack is 
not counted as a signature in the repository where the scans are being fetched 
from, the packet will be considered as benign. On the machine learning side, there 
have been a lot of exploits that can be acknowledged to attack and corrupt ma-
chine learning techniques that were originally intended to efficiently spot the at-
tacks that would be transmitted to systems [27].  

Secondly, it is important to take into account the fact that algorithms such as 
Apriori can be used to detect anomalous data being transmitted. It works on the 
basis of the identification of the properties of the attack component in the data. 
Though it can be an efficient strategy, it consumes a lot of time before a confir-
mation is given as to whether a packet is malicious or benign. This means that 
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redundancy will be highly encountered in the system that is used to facilitate the 
security that needs to be enforced fully [28].  

With regards to the above scenario, a lot of effort has been put to reduce the 
amount of time signatures are scanned in databases. This has led to less downtime 
encountered during scans for signatures. Though time has been reduced, it has 
been noted that a lot of false positives have been encountered in the checking pro-
cess. The reason behind this is that a number of important patterns are ignored. 
In addition to that, some patterns that are not required become produced hence 
polluting the integrity of the operation of the scanning reduction algorithm that 
is being used [28]. 

The next challenge occurs with regards to machine learning algorithms that 
work on the basis of the data they are been exposed to during the training phase. 
If these algorithms are subjected to datasets with a different structure from the 
one that they did not experience during the training phase, they will not be able 
to give concrete results as to whether some data is malicious or benign. Though 
that is the case, some neutralization to this issue has been brought up by deep 
learning algorithms. It is worth noting that they have the ability to learn from 
nonlinear data and identify anything anomalous tied to it. They involve the utili-
zation of concepts such as parameter sharing so that the complexity of the model 
can become reduced. Thirdly, the new attacks that can be launched to systems 
may not be in their databases and may be considered as benign traffic that is in 
transit to and from the systems being secured [29]. 

2.5. Trends in Machine Learning and Cybersecurity 

In the merging of cybersecurity and machine learning algoritms, a lot of projects 
have been carried out in order to solve specified problems. [23] were trying to use 
ensemble machine learning algorithms to detect phishing attacks. This process 
involved the use of clustering algorithms that worked together to jointly perform 
the same function. The feature selection strategy was used to obtain emails that 
had malicious traits. One of the algorithms that was used in the full deployment 
was Hierarchical Clustering (HC). This algorithm used unlabeled data to facilitate 
the clustering process. It was recorded that the algorithm had an 85% success rate. 
A major drawback of this project was the lack of clarity on whether all devices 
from mobile to desktop applications are able to access this service. This is a nec-
essary item to account for because all points that are vulnerable to the infrastruc-
ture need to be accounted for their security posture. 

Another great project that was implemented involved the use of the Support Vec-
tor Machines (SVMs) and Neural Networks (NN) in order to form an ensemble 
algorithm. This combination was able to be used as a building point to notify the 
people involved about probable attacks that may happen. The main attack that 
was put in the limelight for the countering process was the Distributed Denial of 
Service (DDoS). The operational metrics that would outline which data is a facil-
itator for the attack and those which are not clearly justified in the research. 
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2.6. Strengths and Weaknesses of the Existing Zero Day Detection  
Algorithms 

Research was carried out by [30]. He proposed the utilization of a signature-based 
Network Intrusion System. One of the main aims of his research was to prove that 
these systems can be used to detect zero-day attacks. In the research, a total of 356 
network attacks were used in the process. Out of the 356, a total of 183 attacks 
were zero-days. To identify the attacks using the signature method, Snort was 
used. The Metasploit framework was then used to generate the simulation attacks. 
The strength of this research was in the seamless setup when it comes to the sim-
ulation. Unfortunately, the tool had a low detection rate of 17%. This therefore 
meant that the tool was not stable enough to counter real life scenarios that it was 
meant to prevent. 

According to [3], his research was mainly aimed at curbing the high False Alarm 
Rate (FAR) that is usually produced by systems that are used to detect zero-day 
attacks. To solve this problem, an autoencoder was used to detect the zero-day 
attacks and still maintain a low False Alarm Rate (FAR). The classifier algorithms 
that were used in this process utilized benign data for the training process. All the 
phases of this project obtained an accuracy of between 75% - 98%. Though the 
accuracy was good, the algorithm did not consider outlining of the false alarms 
generated and the attacks that were undetected in that process. 

The research by [31] focused on the use of attributes to detect zero-day attacks. 
They used the Random Forest (RF) strategy for the feature selection of features 
that would be used in their machine learning algorithm. The process of spatial 
clustering was used to facilitate the conversion method. The data that was used in 
the phases of the machine learning pipeline were converted into unsupervised 
cluster attributes. Through the process, there was a low detection rate of the spe-
cific attacks that it was subjected to. For instance, Denial of Service (DoS) and 
probe attacks had a low detection rate of 34.71%. This low rate was an indicator 
of a system that was not stable enough to be deployed in a real life scenario. The 
low percentages of the results that were obtained made it inefficient to counter the 
emerging zero-day attacks and was a major risk if the system was intended to solve 
some real-life scenarios. 

An experiment that was tied to the utilization of several algorithms on the 
NSL-KDD dataset was done by [32]. The dataset was composed of 41 features 
and 25,192 records. It was also made up of labels such as normal packets, U2R, 
DoS, R2L and probe attacks. In order to have a high efficiency of the algorithm, 
it was necessary for them to reduce the features that they have in the dataset 
from 41 to 16. The method that was used in this process was the filter approach. 
The models that were used in this experiment were K-means clustering, Naïve 
Bayes, RBF network and decision stamp that had accuracies of 80.75%, 84.86%, 
91.03% and 83.31%. On average, the four combined algorithms had an accuracy 
of 84.98%. 
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2.7. Research Gaps 

Table 1 below summarizes the gaps that have been identified in the research ma-
terials that have been used within the scope of this study: 

Table 1. Research gaps. 

AUTHORS PAPER GAP 

Holm H. (2014) 
Signature Based Intrusion Detection for Zero-Day 
Attacks: (Not) A Closed Chapter? 

The implementation had a low 
accuracy of 17% 

Li, Z., Qin, Z., Shen, P., Jiang, 
L. (2019) 

Zero-shot learning for intrusion detection via attribute 
representation. International Conference on Neural 
Information Processing, pp. 352-364, Springer. 

The project had an accuracy of 
34% 

Onik, A. R., Haq, N. F., & 
Mustahin, W. (2015) 

Cross-breed type bayesian network based Intrusion 
Detection System (CBNIDS). 2015 18th International 
Conference on Computer and Information Technology 
(ICCIT). 

The implementation of the 
algorithms for this study had an 
accuracy of 84.98% 

Kaur and Singh (2014) 

An empirical evaluation of classification algorithms for 
fault prediction in open source projects. Journal of King 
Saud University—Computer and Information Sciences, 
30(1), 2-17 

Was not able to identify 
polymorphic worms 

Riofrio et al. (2021) 
The Zero-day attack: Deployment and evolution. Zenodo 
(CERN European Organization for Nuclear Research), 
8(1), 39-53. 

Did not clearly explain the 
suitability of the dataset to the 
project 

Einy, S., Oz, C., & Navaei, Y. 
D. (2021). 

The anomaly- and signature-based ids for network 
security using Hybrid Inference Systems. Mathematical 
Problems in Engineering, 2021, 1-10. 

Low detection rate for spam 

Limthong (2013) 
Real-time computer network anomaly detection using 
machine learning techniques. In Journal of Advances in 
Computer Networks, volume 1(1). 

Did not outline the processing 
speed for the results 

Ibrahim Hairab, B., Aslan, H. 
K., Elsayed, M. S., Jurcut, A. 
D., & Azer, M. A. (2023) 

Anomaly detection of zero-day attacks based on CNN and 
Regularization Techniques. Electronics, 12(3), 573. 

The algorithms were not able to 
support a dataset with a different 
structure 

Zhuang, Ye et al., (2012) 
Ensemble clustering for internet security applications. 
IEEE Transactions on Systems, Man, and Cybernetics, 
Part C (Applications and Reviews), 42(6), 1784-1796. 

Did not outline whether it 
supports different kinds of 
software such as desktop and web 

Holm, H. (2014) 
Signature Based Intrusion Detection for Zero-Day 
Attacks: (Not) A Closed Chapter? IEEE Xplore. 

Low detection rate of 17% 

Hindy et al. (2020) 
Utilising deep learning techniques for effective zero-day 
attack detection’, Electronics, 9(10), p. 1684. 

False alarms were not outlined in 
the project 

3. Research Methodology 

The main strategy that will be used in this project is the machine learning pipeline. 
This workflow will be based on the Python programming language. It is composed 
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of various stages that work together to solve the problems at hand. It is assumed 
that the data that will be fed into the system will be raw and unprocessed. After it 
is loaded, it is preprocessed and transformed in order to be in a standard structure 
for subjection to the next processes in the machine learning cycle. The data will 
then be subjected to the process of feature engineering to choose the best features 
that will be used in training of the machine learning algorithms to be used in the 
ensemble [33]. Some feature engineering strategies that may be used in this pro-
cess include StandardScaler, MinMaxScaler, RobustScaler and MaxAbsScaler. If 
feature selection might also be considered, SelectKBest and VarianceThreshold 
might the algorithms that may be considered in this process [34]. 

When the model is ready for subjection to the machine learning process, an 
ensemble of several algorithms will be used. Hypothetically, algorithms such as 
random forest, gradient boosting, decision trees, KNearest Neighbour Classifier 
algorithms might be the ones that will be used in this project [35]. From there, 
some model evaluation strategies will be used to evaluate the accuracy of the en-
semble algorithms with regards to the provision of high accuracy. If the accuracy 
might be found to be low, further improvements will be done on the algorithm 
through the use of hyperparameter tuning strategies. Lastly, the machine learning 
algorithm will be monitored in order to ensure that it has a consistent record of 
correct results [36]. 

3.1. Dataset Description 

The dataset that will be used in this process is targeted towards investigating cyber 
attacks that can be relayed to automotive networks in vehicles. The dataset that 
will be used is the Automotive Controller Area Network (CAN) Bus Intrusion 
Dataset V2. The cars that were used to collect this dataset were Renault Clio and 
Opel Astra. The bus that was used was a prototype that they built on themselves. 
There was a mixture of malicious and benign data that was collected. The mali-
cious ones were mainly attacks such as replay attacks, fuzzing, suspension, Denial 
of Service (DoS) and diagnostic attacks. The dataset was first published by the 
4TU.Centre for Research Data [36].  

The dataset is composed of attributes such as data value represented in bytes of 
range zero to seven, timestamp, Controller Area Network (CAN) identifier, Data 
Length Code (DLC). For the actual structure of the data to be obtained, it would 
be important to reverse the preprocessing procedures that were used. The use of 
Electronic Control Units (ECUs) is common in the technology of cars that are 
being used today. Though the functionalities are advanced, this has led to the 
availability of flaws that destruct the bare minimum security measures that would 
be expected for their operations. The Controller Area Network (CAN) technology 
lacks robust encryption and authentication mechanisms. Through this flaw, com-
ponents such as the Universal Serial Bus (USB), Compact Disc (CD) players and 
On-Board Diagnostics easily become vulnerable interfaces that can be used by at-
tackers to compromise the vehicle according to their desires [37].  
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There were several reasons that led to the selection of the dataset. From its 
structure, it had well labelled attack and normal data point. The quantity of the 
data that was availed for the implementation of the project was adequate to facil-
itate the whole process throughout its phases. The dataset also has zero-day at-
tacks that provide a good learning point for the ensemble machine learning algo-
rithms that will be used in the process. It also has a good variety of attacks that 
provide a good learning framework for the provision of accurate results of the 
predictions that will be made. Due to the nature of its content, it is also relevant 
because it highly resonates with attacks that are usually encountered in today’s 
technological landscape.  

3.2. Data Collection Instruments 

The data that is used in this project is secondary data obtained from the internet. 
The validity of the dataset collection strategy used is very high. This is because the 
dataset is well suited to achieve the objectives this study is meant to achieve. It is 
composed of labels that would be dropped and act as the learning point for the 
ensemble algorithm to be developed. As for the features that will be used, there 
exists a lot ways of analyzing and preparing them for being subjected to the ma-
chine learning algorithms that will be used.  

3.3. Data Collection Procedure 

The procedure that was used in the collection of the data is as follows: 
1) Understanding of the problem to be solved in order to identify a dataset that 

would be used to counter them. 
2) Identification of online platforms that may have datasets tied to solving the 

objectives we have. 
3) Listing down the datasets that have the potential of achieving the objectives. 
4) Brief Exploratory Data Analysis of the datasets that have been identified. 
5) Selection of the most suited dataset that would be used in the project. 

3.4. Data Analysis and Presentation 

The main form of analysis that will be used in this project is quantitative data 
analysis. This is because the data is factual hence numerical statistical conclusions 
can be made out of it. The following descriptive statistical concepts will be used in 
understanding the data: 

1) Number of missing values. 
2) Outliers in the dataset. 
3) Distribution of values in the dataset. 
4) Quantity of values in the dataset. 
5) Correlations between columns in the data. 
The main method of presentation of the data will be data visualization. This will 

be mainly done through graphs and plots. In return, this will enable us to get more 
understanding of how the data is like.  
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3.5. The Machine Learning Pipeline 

The machine learning pipeline is the main strategy that is used in this project. It 
uses the following steps in order to fully achieve the objectives at hand: 

1) Understanding the problem—This involves comprehending the issue to be 
solved. 

Without knowledge of the underlying issues, there may be no guarantee of a 
good workflow of the project or obtainment of the best outputs to yield correct 
decisions for future processes. 

2) Obtaining the data—The data can be obtained through several ways such 
as: 

a) Carrying out surveys with relation to the findings that need to be obtained 
b) Looking for open source datasets relating to the project to be undertaken 
c) Paying for a preexisting/to be collected dataset from another third party that 

fits into the project to be solved. 
In the scenario of this project, the second option is most preferred due to the 

following reasons: 
a) A lot of datasets related to the project can be obtained. 
b) It is an easy filtering process to obtain the dataset that is best fit for the project. 
c) It is a cheap alternative compared to the latter options. 
d) Most open source datasets have an easy to understand description that would 

be a reference point to understand how to answer the questions that may be there. 
3) Exploratory data analysis—This refers to the statistical activities that can be 

done on the dataset to answer various questions that would help in understanding 
the data and in decision making. A great feature in the process of Exploratory 
Data Analysis is the flexibility to make visualizations that would be easily under-
standable by the human eye. 

4) Cleaning the data—The data cleaning process assists in improving the qual-
ity of data in order to optimize it for further analysis and making predictions 
where necessary. The processes that may be used to improve the cleanliness of 
data include: 

a) Handling of missing values. 
b) Handling of duplicate data. 
c) Handling of categorical data. 
5) Feature engineering—The feature engineering process refers to steps that 

are used in the transformation of raw data into usable ones for the machine learn-
ing algorithms to be used. In instances such as classification machine learning al-
gorithms, there are outcome and predictor variables. In this instance, the data will 
be prepared to go through an ensemble machine learning algorithm. The process 
of feature engineering involves actions such as transformations, feature creation, 
feature selection and feature extraction. 

6) Subjection to the ensemble algorithm—The prepared datasets will then be 
subjected to an ensemble algorithm in order to identify whether they are malicious 
or benign.  
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7) Getting the results of the machine learning algorithm—The outputs of the 
algorithms will obtained and then mapped to the original dataset. Further analysis 
and decision making can be carried out after this process. This mapping will be 
done by fixing the results obtained from the ensemble algorithm to the datasets 
that will be used in the project. 

8) Testing of accuracy of the algorithm—The main testing strategy that will 
be used in this process will be the inbuilt accuracy metrics algorithms in the Py-
thon programming language. 

9) Hyperparameter tuning of the algorithm—This involves boosting the ac-
curacy of the ensemble algorithm to obtain better performance of the results. 

10) Maintenance—Customizing the implementation of the algorithm to suit 
other scenarios that may need the same objectives to be solved.  

The above descriptions can be summarized as shown in Figure 3 below. 
 

 
Figure 3. The machine learning pipeline flow chart. 

 
The above process involves the utilization of the Decision Tree Classifier algo-

rithm and the Gaussian Naïve Bayes algorithm for the implementation of the en-
semble algorithms. The data being used is the one encoded during the feature en-
gineering stage and then saved into a Microsoft Excel Comma Separated Value 
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(CSV) file. The data is split into two parts, x and y that are used in the training and 
prediction processes. These split portions would be subjected to the train_test_split 
algorithm procedure that was described earlier on. The specific configurations 
that are made in this phase is to have the data being used for training as 70% and 
that used for testing as 30%. The test size is what is described in the code as 
test_size = 0.3. The remaining portion, which is 70% of the code, would then be 
used for the training bit of the process.  

3.6. Accuracy Measurement 

The data is subjected to both the hard and soft ensemble classifiers. After that, 
they are subjected to the F1-Score accuracy metrics algorithm that was de-
scribed earlier on. In this scenario, two of the high potential strategies were 
used. Both the hard and soft voting classifier algorithms were placed on the F1-
Score scale to determine which one of the two is more accurate than the other. 
Both of the algorithms are subjected to the x-train and the y-train portions of 
the dataset so that they can be able to learn. After the learning process both of 
the algorithms are subjected to the testing phases with the y-test portions of the 
dataset.  

4. Experimental Results  
4.1. Sampling of the Datasets Structure 

The datasets were in generally two different formats. The first format is as sampled 
in Table 2 below. In this format, it contained the timestamp when the data was 
captured, the arbitration ID, DLC value, the data and the class used. In this sce-
nario, the class that was only available was that of the normal packets. This repre-
sents the data that did not have anything malicious in them: 
 
Table 2. Sample data without the malicious records. 

Timestamp Arbitration_ID DLC Data Class 

1.60E+09 153 8 20 80 10 FF 00 FF 60 0E Normal 

1.60E+09 520 8 00 00 00 00 00 00 00 00 Normal 

1.60E+09 4A9 8 00 00 00 00 00 00 00 00 Normal 

1.60E+09 164 4 00 08 1C FA Normal 

1.60E+09 356 8 00 00 00 80 1A 00 00 00 Normal 

Source: Authors’ results. 
 

The second dataset as sampled in Table 3 below had one main difference from 
the initial dataset. This was the fact that it had an extra column which was that of 
subclass. The categories that were available in the subclass section of the dataset 
were normal data, replay, fuzzing, flooding, flooding and spoofing attacks. 
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4.2. Merging of the Datasets 

The data that did not have subclasses were merged into a single dataset as sampled 
below (Table 4, Table 5). Cumulatively, it had a total of 360,032 rows after the 
merging process: 
 

Table 3. Sample data with the malicious records. 

Timestamp Arbitration_ID DLC Data Class SubClass 

1.60E+09 453 5 00 88 8E 00 94 Normal Normal 

1.60E+09 356 8 00 00 00 80 13 00 00 00 Attack Replay 

1.60E+09 394 8 00 80 08 00 DC 33 10 FC Normal Normal 

1.60E+09 44E 8 BC67AFC B9 7D 2B BF Attack Fuzzing 

1.60E+09 4F1 4 20 00 60 21 Normal Normal 

Source: Authors’ results. 
 
Table 4. Sample data without subclass. 

Timestamp Arbitration_ID DLC Data Class 

1.60E+09 153 8 20 80 10 FF 00 FF 70 1E Normal 

1.60E+09 366 7 27 B8 0C 27 25 07 01 Normal 

1.60E+09 340 8 00 00 00 24 96 01 D5 30 Normal 

1.60E+09 386 8 36 81 30 01 36 01 31 81 Normal 

1.60E+09 153 8 20 80 10 FF 00 FF 80 2E Normal 

Source: Authors’ results. 
 

After the merging process, the following sample results were obtained. It had a 
total of 3,312,119 rows and 6 columns: 
 

Table 5. Merging of the second datasets’ structure. 

Timestamp Arbitration_ID DLC Data Class SubClass 

1.60E+09 421 8 FE 1F 00 FF E3 7F 00 0E Normal Normal 

1.60E+09 260 8 05 30 02 30 FF BE 43 05 Attack Replay 

1.60E+09 470 8 15 41 05 04 54 50 40 41 Normal Normal 

1.60E+09 500 8 01 07 00 00 0C 00 0D 4E Normal Normal 

1.60E+09 0 8 00 00 00 00 00 00 00 00 Attack Flooding 

Source: Authors’ results. 
 

As a result, the following sample output was obtained in the above process. 
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4.3. Missing Values 

The data does not have any missing values as summarized in Tables 6-8. 
 
Table 6. Sample structure after merging the six datasets. 

Timestamp Arbitration_ID DLC Data Class 

1.60E+09 421 8 FE 1F 00 FF E3 7F 00 0E Normal 

1.60E+09 260 8 05 30 02 30 FF BE 43 05 Attack 

1.60E+09 470 8 15 41 05 04 54 50 40 41 Normal 

1.60E+09 500 8 01 07 00 00 0C 00 0D 4E Normal 

1.60E+09 0 8 00 00 00 00 00 00 00 00 Attack 

Source: Authors’ results. 
 
Table 7. Missing values in the dataset. 

Column Missing Values 

Timestamp 0 

Arbitration ID 0 

DLC 0 

Data 0 

Class 0 

Subclass 0 

Source: Authors’ results. 

4.4. Datatypes of the Dataset 

Identifying the type of dataset for each of the columns is important because they 
greatly contribute to the structure of the dataset. The data types for each of the 
columns are as shown below: 
 
Table 8. Data types for the columns. 

Column Data Type 

Timestamp float64 

Arbitration_ID object 

DLC int64 

Data object 

Class object 

SubClass object 

Source: Authors’ results. 
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4.5. Analysis of the Logs with a Subclass 

A count was done to compare the distribution of the normal and the attack logs 
in the dataset. The results that were obtained were then tabulated as shown in 
Figure 4 below. 
 

 
Figure 4. Distribution of attacks in the dataset with subclasses (Source: Authors’ results). 
 

The above results can also be expressed as a percentage as summarized in Table 9. 
 
Table 9. Distribution of values as a percentage. 

Class Percentage 

Normal 90.96023 

Attack 9.039772 

Source: Authors’ results. 

4.6. Analysis of Logs According to Their Subcategories 

Table 10 below summarizes how the logs were distributed during the collection 
process with regards to their specific groups: 
 
Table 10. Distribution of attacks according to their categories. 

Attack Rate 

Normal 3,372,743 

Flooding 154,180 

Fuzzing 89,879 

Replay 47,593 

Spoofing 7756 

Source: Authors’ results. 

 
The Figure 5 below shows how the attacks were distributed when combined 

with the normal logs: 
Due to the high count of normal packets, it is necessary to drop values that came 

from them. Figure 6 below was obtained after the values were dropped: 
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Figure 5. Distribution of all subcategories in the logs (Source: Authors’ results). 

 

 
Figure 6. Count of attacks without the normal packets (Source: Authors’ results). 

4.7. Machine Learning Results 

Various accuracy metrics were used to confirm the truthfulness obtained after car-
rying out the machine learning process. Metrics such as F1-Score, precision and re-
call were used. Both the hard and soft classifier gave an accuracy of 96.99% which 
when rounded off gives a final result of around 97% as shown in Figure 7 below.  
 

 
Figure 7. Accuracy results for the hard and soft classifier (Source: Authors’ results). 

 
Other accuracy metrics that were used to confirm the results obtained were the 

precision and recall accuracy metrics algorithms. For them to become fully oper-
ational, they were reliant on the results of the confusion matrix algorithm. This 
algorithm involved the obtainment of the true positives, true negatives, false pos-
itives and false negatives.  
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Out of the data that was subjected to the ensemble machine learning process, 
the following results were obtained for the four outputs described above (Table 
11). 
 
Table 11. Results for the confusion matrix. 

Metric Values 

True positive 979,231 

True negative 61,604 

False positive 27,777 

False negative 33,034 

Source: Authors’ results. 
 

In order to use the above results as the inputs for the other accuracy metrics 
that will be used, the procedures involved the use of the precision and recall pro-
cedures. In order to calculate the precision value, the formula below was used:  

Precision = True Positive/(True Positive + False Positive) 
Equation 1: Precision calculation formula 
The above procedure led to the following inputs and results: 
979,231/(979,231+27,777) = 0.972416 
When the above value is multiplied by 100, we get the final result as 97.24% as 

the result for the precision score.  
The next accuracy metric algorithm that was to be used based on the results 

obtained from the confusion matrix was the recall algorithm. The algorithm op-
erated under the equation shown below: 

Recall = True Positive/(False Negative + True Positive) 
Equation 2: Recall calculation formula 
From the above equation, the following values were obtained: 
979,231/(979,231 + 33,034) = 0.967366 
When the result is multiplied by 100, we get the recall results to be 96.74%. 

From the above three procedures, it is now possible to tabulate and combine the 
accuracies obtained as summarized in Table 12 below. 
 
Table 12. Accuracy results. 

Accuracy Metric Result 

Precision 97.24% 

F1-Score 97.00% 

Recall 96.74% 

Average Score 96.99% 

Source: Authors’ results. 

 
The final output obtained from the ensemble algorithm is usually in the format 
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of ones and zeros as summarized in Table 13 below. 
 
Table 13. Sample result before mapping. 

Index Result 

864,437 1 

113,047 1 

789,075 0 

2,254,348 1 

914,097 0 

2,430,204 0 

Source: Authors’ results. 
 

In order to convert them back to a format that is understandable by human 
beings, it is subjected to the process of mapping. When that mapping process is 
done, the following sample results are obtained (Table 14). 
 
Table 14. Sample results after carrying out the mapping process. 

Index Result 

1,259,672 Malicious 

269,962 Benign 

2,277,998 Benign 

181,758 Benign 

1,197,516 Malicious 

Source: Authors’ results. 
 

After that process, Table 15 below samples the merged structure of what the 
data was and how the ensemble machine learning algorithms were able to classify 
them as either malicious or benign: 
 

Table 15. Results of the ensemble algorithm. 

Index Timestamp Arbitration_ID DLC Data Results 

673753 1.60E+09 367 8 00 00 00 00 00 00 C5 0A Malicious 

197400 1.60E+09 356 8 00 00 00 80 2C 00 00 00 Malicious 

650941 1.60E+09 368 8 00 01 51 00 01 02 0C 42 Benign 

282330 1.60E+09 367 8 00 00 00 00 00 00 CA 0A Malicious 

132380 1.60E+09 329 8 84 C5 7E 8C 31 30 19 10 Benign 

Source: Authors’ results. 
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5. Discussion and Future Recommendations 

From the work that has been done in the research, there were a lot of improve-
ments when it comes to the enhancement of the detection of zero-day attacks. The 
main pattern that can be noticed is the minor differences between the predictions 
and the correct results of the test data, that is summarized in Table 16 below. 
 
Table 16. Difference between original data and predictions. 

Category Original data Predictions made 

Malicious data 1,007,507 1,007,008 

Benign data 94,139 94,638 

Total 1,101,646 1,101,646 

Source: Authors’ results. 
 

The second major observation was a very minor difference between all the ac-
curacy metrics that were used in the project. The highest result that was obtained 
among the three metrics used was 97.2416%. The lowest accuracy that was ob-
tained was 96.7366%. The difference between the highest and lowest metric was 
only 0.505%. This confluence forms a very strong confirmation of the robustness 
of the ensemble algorithm implementation.  

5.1. Relationship to Original Objectives 

The original research objectives that were outlined earlier revolved around the 
strengths and weaknesses of zero-day attack detection algorithms. Also, the design 
and implementation methods for the algorithms that would be used to detect the 
zero-day attacks are considered as major research questions. After carrying out 
this study, it is generally concluded that there exists a lot of strength in ensemble 
algorithms as compared to signature algorithms when it comes to the detection of 
zero-day attacks. It is also confirmed that the machine learning pipeline would 
also become an efficient methodology for the design and implementation of the 
ensemble algorithms that may provide high accuracy to the classifications being 
made.  

5.2. Future Recommendations 

This study has formed a very strong background for more unanswered questions. 
These questions are tied to the Hyperparameter tuning of the currently imple-
mented ensemble algorithm to achieve an accuracy higher than 97% with the same 
Controller Area Network dataset. Also, more research can be done on simulating 
a real-time data flow using the same Controller Area Network dataset, or some 
other dataset with a similar structure. The research would be on whether real-time 
analytics would be able to perform better as compared to the ensemble algorithms 
implemented. The results have been able to prove that it is possible to detect zero-
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day attacks with a high level of accuracy. From there, the necessary actions can be 
taken depending on the scenario and policies/procedures at hand. Also, there will 
be a reduction in the number of scenarios in which breaches may be reported in 
various organizations. This study also forms a good foundation for future research 
because of the different perspectives that may arise when it comes to the handling 
of zero-day attacks using various strategies. This is because the research has been 
proven accurate with its high percentage of accuracy.  

5.3. Conclusions 

From this study, it has been established that there exists a possibility for machine 
learning to be utilized in the process of detecting malicious traits of data that may 
be trying to compromise systems. These malicious traits can be accurately cap-
tured regardless of the condition, where they are zero-day or existing attacks. Also, 
ensemble algorithms have been proven to perform efficiently without carrying out 
Hyperparameter tuning on them. Naturally, the ensemble algorithms that were 
used were able to obtain an average accuracy of 97% without any improvements. 
Even though improvements may be made, the algorithm may not be able to 
achieve 100% accuracy, but rather a slightly higher value than what was obtained. 
In other scenarios, it has also been noted that there is the ability for Hyperparam-
eter tuning algorithms to generate lower accuracy than that which was obtained 
by the individual or ensemble algorithms.  

Another major conclusion is the fact that it may not be possible to implement 
a fully accurate machine learning algorithm to detect and handle the attacks that 
come in various forms. This is because even with the huge volume of data that can 
be used in the learning process, there exist traits of false positives and false nega-
tives. This may be data that may be malicious but was considered as benign, or 
even the vice versa. These risks of inaccurate results can be mitigated by adding 
another level of security on top of the machine learning algorithms implemented. 
These mitigations may include the use of signature-based systems, such as fire-
walls that were discussed earlier.  

5.4. Recommendations 

Following the research done under this study, there is a good number of recom-
mendations that can be derived from it. First, there is a need for the implementa-
tion of a real-time ensemble machine learning algorithm for the detection of zero-
day attacks. When the same implementation is done but in real time, it can be 
noted that there may be a higher number of threats that may be obtained. This is 
because the nature of the ensemble algorithm that has been implemented is to be 
initialized manually by a person. Once the process is automated and set up strate-
gically, more findings can be obtained, which can also be used as a learning point 
to improve the accuracy of the machine learning algorithms that have been im-
plemented. 

There is also a need to establish how neural networks would be able to perform 

https://doi.org/10.4236/jis.2025.163021


D. J. Kavoi et al. 
 

 

DOI: 10.4236/jis.2025.163021 432 Journal of Information Security 
 

in the detection of zero-day attacks, especially with the Controller Area Network 
dataset. The ensemble of machine learning algorithms was able to generate a good 
level of accuracy when it comes to this project. Due to the efficiency of neural 
networks, there exists a chance of them providing slightly better results as com-
pared to those obtained by the ensemble algorithms. If the accuracy may be 
higher, another important thing to consider is the efficiency in performance when 
it comes to the execution of the neural networks that assist in the detection of 
zero-day attacks. Metrics that would be used to measure efficiency would be the 
processing speed and also the resources that have been used, such as memory and 
processing power.  

Another key recommendation is the establishment of a maintenance frame-
work for this machine learning pipeline, especially when it has been deployed into 
the real-world environment. This deployment process may need items to be looked 
into, such as how to handle the algorithm when its performance decreases with 
time. Also, how the data would be handled in order to maintain a consistently high 
performance regardless of the huge or small volume of data that may be subjected 
to it when it comes to the detection of zero-day and currently existing attacks. 
When this is done, the algorithm might have the ability to maintain a good per-
formance track record.  

5.5. Suggestions for Future Research 

From this study, the following suggestions may be given with regard to future re-
search that may be derived from this project. Firstly, there is a need for the imple-
mentation of a real-time ensemble machine learning algorithm for the detection 
of zero-day attacks. This would greatly assist in the saving of time when it comes 
to the continuous execution of the program, and when it comes to the detection 
of zero-day attacks. Out of this real-time detection, more insights can also be ob-
tained when it comes to the identification of patterns that may be studied in the 
detection of zero-day attacks.  

The research on how neural networks would be able to detect zero-day attacks, 
especially with the Controller Area Network dataset, can also be explored. This is 
because neural networks have had a tradition of performing better than traditional 
machine learning algorithms most of the time. There exists a possibility of the 
accuracy metrics having higher results as compared to the algorithms that have 
been implemented. When all the possible solutions have been compared to each 
other, there is also a need for designing a maintenance framework for this ma-
chine learning pipeline, especially when it has been subjected to the real-world 
environment. This will assist in the provision of consistently high results during 
its operations.  
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