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Abstract 
The Internet of Things (IoT) has become a reality: Healthcare, smart cities, 
intelligent manufacturing, e-agriculture, real-time traffic controls, environ-
ment monitoring, camera security systems, etc. are developing services that 
rely on an IoT infrastructure. Thus, ensuring the security of devices during 
operation and information exchange becomes a fundamental requirement 
inherent in providing safe and reliable IoT services. NIST requires hardware 
implementations that are protected against SCAs for the lightweight crypto-
graphy standardization process. These attacks are powerful and non-invasive 
and rely on observing the physical properties of IoT hardware devices to ob-
tain secret information. In this paper, we present a survey of research on 
hardware security for the IoT. In addition, the challenges of IoT in the quantum 
era with the first results of the NIST standardization process for post-quantum 
cryptography are discussed. 
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1. Introduction 

The strong growth of the Internet of Things is facilitated by the availability of 
low-cost hardware. This hardware consists of routing, sensing, actuating, com-
puting and other devices. These IoT devices handle tasks such as system activa-
tion, security, communication, object detection and specific actions. Whether in 
smart cities, modern agriculture, industry or even healthcare, the applications of 
the IoT are almost similar in their operation. First there is the object in the 
physical world, then the acquisition, processing and communication module. To 
take full advantage of all these potentialities, this technological revolution needs 
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to be secured in order to protect the sensitive data they store and exchange, par-
ticularly in the medical field [1]. Security schemes are nowadays applied in sev-
eral embedded technologies such as the IoT which is a collection of hardware 
and software components. However, the hardware part became the target of 
several attacks that can affect an entire system, such as Side-Channel Attacks 
(SCAs), Fault Injection Attack (FIA), hardware Trojans, counterfeit chips and 
reverse engineering are all threats to hardware security in the IoT environment 
[2]. For example, a SCA can be carried out on the power consumption, the 
sound that the device can emit, or even on the electromagnetic (EM) emissions. 
Currently, these security threats are serious problems for IoT systems, which are 
increasingly present in our daily lives, especially in the medical field [3]. 

Sangodovin et al. [4] showed that information about IoT devices and FPGA 
modules can be collected from a distance of about 200 m outdoors through side 
channel EM signal leakage. They predict the received power of EM signals and 
determine the proximity ranges from which leakage from an IoT device can be 
monitored. Duan et al. [5] presented the flaws in the PRESENT ultralight algo-
rithm by disclosing some of its vulnerabilities using SCA in resource-constrained 
devices such as IoTs. The identification of side-channel leakage based on syn-
chronisation has been carried out by Prates et al., revealing new vulnerabilities 
associated with response time [6]. Other attacks can be carried out during the IC 
manufacturing process. The latter can fall victim to a slight modification that 
can compromise the security of an entire system: this is the case of hardware 
Trojans as described Guo et al. in [7]. 

As a result of all these threats, it is important to focus on these attacks by 
identifying the technical challenges in order to propose countermeasures to de-
fend against them. 

Contribution: 
We analyse the vulnerabilities of IoT systems to physical attacks, in order to 

find better approaches to security while taking into account the resource issues 
associated with IoTs. We also examine the challenges of quantum IoT systems 
and the NIST standardisation process for post-quantum cryptography.  

Organization:  
Section 2 is dedicated to IoT devices. Section 3 presents the most common 

hardware attacks in IoT. Section 4 analyses post-quantum IoT systems and 
cryptosystems. Section 5 reviews IoT security challenges and provides guidance 
for future research on hardware security in IoT. Finally, Section 6 is devoted to 
the conclusion. 

2. Hardware in IoT 

The IoT environment consists of software and hardware part that work together. 
The components such as communication media, microcontrollers, and sensors 
are connected via the internet in the IoT. The information is collected from the 
physical world through the sensors and then processed, analyzed, and stored ei-
ther in the cloud or locally as shown in Figure 1.  
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Figure 1. IoT system components. 

 
The hardware sub-modules such as sensors, signal conditioning circuits and 

analog-to-digital converters are used to capture the often analog signal and trans-
form it into a digital signal, but also to measure the time signal using time-to-digital 
converters. The actuators are used with signal conditioning circuits and digital to 
analog converters to convert the digital signal into analog provided by micropro-
cessor [8]. The microcontroller is the main component of the IoT system. It is an 
integrated circuit, also called a microchip, which is dedicated to the execution of 
a single task. 

To ensure security in IoT devices, it is essential to guarantee the reliability of 
the chips (SoC). These SoCs are widely used in IoT technology [9]. Indeed, chips 
are the target to many security threats in the IoT due to their manufacturing 
process. Hardware Trojans and reverse engineering are among the threats that 
can affect the security of these chips. For example, a hardware Trojan is a type of 
hardware threat that modifies the original system, the attacker may add an extra 
circuit or gate. These types of threats are difficult to detect because they are in 
hibernation most of the time and are activated by rare events that may occur in-
side the system. 

From the design to the application of integrated circuits, several parties are 
involved in this process, ranging from the semiconductor manufacturer to the 
end user, the SoC designer, the intellectual property vendor and the EDA tool 
vendor [10]. Printed circuit boards, also known as PCBs, consist of microchips, 
transistors, diodes, resistors, capacitors, and inductors, etc. In each part of this 
process, an attack can be implemented, for example, a hardware Trojan inserted 
in the semiconductor manufacturing by acting on the transistors by changing 
the polarity of the dopants or on the RTL manipulation. Some can increase the 
power consumption of the circuit, such as the counter-based Trojan. Others can 
increase the overall temperature of the system and can cause premature aging, as 
in the case of an FPGA. In general, Trojans are designed to leak information 
such as secret keys [11]. 
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3. Hardware Attacks on IoT Devices   

IoT devices increasingly contain dense systems-on-chip (SoC) with high-frequency 
multicore processors and complex pipelines. As a result, sophisticated security 
mechanisms must be developed to protect SoCs while executing secret data, such 
as full disk and file encryption. Unfortunately, researchers and hardware devel-
opers in the IoT space primarily focus on designs that have low latency and re-
quire fewer hardware resources. As a result, their implementations often lack 
techniques to protect against various hardware attacks. These attacks exploit phys-
ical vulnerabilities in the hardware implementation rather than flaws in the ma-
thematical structure of the cryptographic algorithm. 

3.1. Fault Injection Attacks 

The FIAs are active attacks that directly impact IoT hardware devices to recover 
cryptographic keys and other secret data or access restricted code areas and 
functions. This causes abnormal behavior at the software level, which the at-
tacker can exploit for various purposes. These include obtaining personal infor-
mation, bypassing a security check, and illegally accessing and controlling the 
system. FIAs have a long history and have been analysed in detail in the litera-
ture, especially for smart cards and other embedded MCUs [12]-[17]. 

The FIAs are divided into two categories: transient and permanent, and inva-
sive and non-invasive. Transient faults are temporary faults that can be recov-
ered after a system reset or shutdown of the fault source. Permanent faults, on 
the other hand, change the state of the target components indefinitely, with the 
effects persisting even after a reboot or reset of the device. Clock glitches, voltage 
glitches, and electromagnetic fault injections (EMFIs) are examples of non-invasive 
transient FIAs, and laser fault injections and ion-based fault injections are inva-
sive FIAs. 

3.1.1. Invasive FIAs 
The invasive FIAs involve a major modification of DUT, whether during the 
preparation or execution of an attack. Preparation techniques include removing 
protective layers in the SoC or IC, called decapsulation, to directly induce faults 
in the internal components. These processes may cause irreparable damage or 
destruction of the target under evaluation, which could lead to permanent data 
loss. 

Laser FIAs 
Optical FIA [18] used a torch to induce faults in a microcontroller. However, 

this technique proved ineffective. Another technique of optical fault attacks us-
ing laser is adopted due to its effectiveness. Laser FIA systems disrupt integrated 
circuits. These attack techniques use a laser source, connected to a microscope. 
Thus the laser beam is fixed on the local tissue of the chip or circuit by ap-
proaching it from the front or from the back [19] [20]. However, physical coun-
termeasures can be made on both sides which can make these attacks difficult to 
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implement. Nevertheless, there are ways of circumventing them, as proposed in 
[21]. Here, the authors presented a variant of laser-based attacks by attacking 
from the side of the chip and focusing the beam on this area. This provided 
another angle of attack. However, their technique shows that more energy is 
needed on the sides than on the faces for a faulty execution. This energy differ-
ence can be explained by the attack distance. Kathrin et al. [22] proposed a tem-
porary laser FIA on flash memory. Their method allowed to adjust some laser 
parameters in order to obtain faults on the microcontroller. The authors [23] 
used laser beam injection to assess vulnerabilities in machine learning or deep 
learning based implementations for embedded system security. The work of 
Olivier et al. [24] demonstrated three vulnerabilities on a secure ATECC608B 
circuit, widely used in Internet of Things devices. This attack allows to retrieve 
secret masking keys from the EEPROM but also to disable the access to the 
memories by using a long laser pulse. 

Ion-based FIAs 
These types of attacks are very expensive and require extensive knowledge. 

Carlton et al. in [25], state that there are no known attacks against mobile SoCs 
using ions. However, other ion-based FIAs have been successfully carried out. 
For example, in [26], Li et al. succeeded in exploiting flaws in an RSA imple-
mentation on an FPGA board that allowed them to recover the key. 

3.1.2. Non-Invasive FIAs 
Non-invasive attack techniques are among the most widely used due to their 
ease of implementation with little financial resources. Therefore, these attacks 
are a serious threat to easily accessible IoT devices. The attacker uses environ-
mental parameters, such as voltage or clock, to cause faulty behaviour that can 
lead to erroneous calculations. The attacker can take advantage of these faults to 
extract secret information [17]. 

Clock glitches 
This is one of the most commonly used methods, due to its simplicity. In this 

type of attack, the attacker generates problems in the device’s clock, which can 
cause desynchronization in the device. In the clock signal, an extra edge is pro-
duced at the output [27] as shown in Figure 2.  

Unlike some attacks like laser fault injection, clock glitching does not destroy 
the device and is very effective for cryptographic implementations especially in 
IoT devices. The authors [29] proposed a clock glitching scheme on an AES im-
plementation. Using an external clock generator, they found an appropriate fre-
quency of clock glitching. Thus, their method succeeded in recovering the secret 
key with six faulty chiphertext. But first the right frequency has to be found. 
Another low cost and open method, called HackMyMCU Framework is proposed 
by et al. [30] which is an extension of [31] that targets clock glitching and electro-
magnetic attacks. Both modules of the clock fault injection system are evaluated on 
a microcontroller that runs the AES AddroundKey operation showing that the 
types of attacks can induce specific faults. 
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Figure 2. Clock glitch and fault injection representation [28]. 
 

Voltage glitches 
The attacker tries to disrupt the normal execution cycle by acting on the 

supply voltage of a device. Injecting a high voltage on the device’s power supply 
at a specific time during its operation can compromise the safety parameters of 
the entire system. This is helped by the fact that voltage regulators cannot filter 
out all input faults and noise, which is often the cause of voltage fault attacks 
[32]. The authors of [33] studied the effect of these attacks on the D flip flop 
(DFF) of a CMOS-based circuit. They proved that negative voltage glitch fault 
injections are due to timing constraints because the power supply cannot induce 
faults on the DFFs. 

The attack may be positive or negative, as in the figure below, depending on 
the supply voltage Vdd and the circuit will give a faulty output. This causes some 
instructions to jump during the execution of the code, leading to the recovery of 
the secret key as shown in Figure 3.  

To protect against these types of attacks, Rafid Muttaki et al. [35] proposed a 
universal fault detection sensor that can detect invasive and non-invasive FIAs 
such as voltage glitching. 

Electromagnetic fault injection (EMFIs) 
FIAs differ from other attacks on IoT systems because they involve multiple 

layers of the system. The attack occurs at the physical layer of the IoT hardware 
devices but affects the operation of software components and programs at the 
other layers of the system. The types of software that can be affected by fault in-
jection include device drivers, operating systems, and application software [36]. 
For example, the authors in [17] analyzed how FIAs are performed on crypto-
graphic devices to trick the encryption algorithm by using a secret null key. The 
attacker can then use this null key to decrypt and steal sensitive data. These types  

https://doi.org/10.4236/jis.2023.144014


D. Dione et al. 
 

 

DOI: 10.4236/jis.2023.144014 233 Journal of Information Security 
 

 
Figure 3. A negative supply voltage glitch attack model [34]. 

 
of attacks pose a significant threat to IoT devices because they are carried out at 
the physical layer and compromise the softwares at other layers. Work has 
shown the effectiveness of electromagnetic FIAs on IoT SoCs against an AES 
implementation [37]. The Thumb instruction set is commonly used for data 
processing in the arithmetic and logic unit of embedded systems and is the target 
of many FIAs. The single-bit or dual-bit fault model is a very powerful model 
that allows an attacker to perform efficient attacks [38]. While these can be per-
formed using global fault injection techniques, such as under-powering [39], 
further analysis is required to filter out the exploitable faults. While it is possible 
to execute a one-bit error at an unselected position, it is much more complicated 
to target a bit specifically. Therefore, a more accurate fault injection technique is 
required. Laser fault injection is a well-suited method. As shown in [40], it is 
possible to inject a single-bit error into the data retrieved from the flash memo-
ry. This allows the instruction to be corrupted while it is being fetched, before it 
is executed by the processor. The corruption is temporary and affects only the 
fetched instruction. The contents of the flash memory are not affected. Thus, if 
the instruction is fetched again from flash memory without a laser fault injec-
tion, it will execute normally. This attack allowed authors Cayrel et al. to find the 
message in the encryption of a NIST finalist for standardization of post-quantum 
cryptography. 

3.2. Side-Channel Attacks  

The SCAs are first introduced by Kocher in [41]. These attacks represent one of 
the non-invasive passive attacks that are of great interest to researchers. The at-
tackers attempt to exploit the timing, the power consumption, the electromag-
netic radiation of the attacked IoT devices (see Figure 4). A non-invasive passive 
attack means that the attacker does not act directly on the target victim, unlike 
an invasive attack such as fault injection, making it difficult or nearly impossible 
to detect. It takes only a small amount of information per side channel to find 
the secret key.  

3.2.1. Power Analysis 
The integrated circuits are becoming more powerful and sophisticated. They  
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Figure 4. Side-channel attacks. 
 
contain millions of transistors, mostly CMOS, which act as switches with high 
(1) and low (0) states, performing particular functions as shown in Figure 5. The 
voltage variations associated with the operations of these can be important ele-
ments in revealing information about the system in operation, by attempting to 
analyze the power measurements of the device. This attack technique, called power 
analysis, is a SCA. These power analysis attacks have been the subject of several 
studies due to their powerful nature. They are dominant in SCAs. There are 
three categories of power analysis attacks used. 

Simple power analysis (or SPA): This attack uses power traces collected 
during the operations of cryptographic devices performing cryptographic func-
tions. Analysis of these electrical signals for an IoT hardware device can provide 
a lot of information about the encryption code used [42] [43]. It is difficult in 
practice to retrieve the value of the key using only this technique. Nevertheless, it 
can help to know the running cryptographic algorithm. 

Differential power analysis (or DPA): This is a much more powerful power 
analysis attack than the SPA. The DPA attack tries to identify differences in the 
power traces that can reveal the secret key [44]. Unlike SPA attack, DPA attack 
does not require detailed knowledge of the cryptographic device, but of the 
cryptographic algorithm executed by the device. In these types of attacks, every-
thing depends on the power consumption data of the cryptographic device. Trace 
shifting is used to analyze the power consumption at a fixed time based on the data 
being processed [45]. Currently, most of the integrated circuits are based on 
CMOS technology. These CMOS transistors switch from high to low or from 
low to high. From these transitions, a correlation can be made between the cur-
rent consumed by the circuit and the operations taking place within it. In other 
words, the power consumption during the calculation of the function is  
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Figure 5. Simplified schematic of a CMOS inverter and a transition table. 
 
related to the secret key of the encryption algorithm. Published by Paul Kocher 
in 1999, the DPA is an attack known to be very effective in hardware implemen-
tations to recover the secret key. This attack has been applied to several encryp-
tion algorithms such as DES [44] or AES [38] which has replaced it and is now 
the most widely adopted global standard for data security. On the latter, the at-
tack targets the first output of the S-Box (AddRoundKey and SubBytes). Indeed, 
for AES 128, the value of the encryption key is 128 bits and it would be impossi-
ble to test all the key values directly. However, each key can be divided into 
bytes, 16 per key. The DPA attack tries to resolve the bytes individually, which 
would constitute 256 possibilities or subkeys. So to recover the entire key, it 
takes 4096 attempts. 

At the output of the S-Box, we have ( )n ny SBox k x= ⊕  with id  (LSB) a selec-
tion function to select a bit of y, nk  (256 subkeys) the estimated key ( { }0,15n∈ ). 
The S-BOX is the fixed substitution table of 128-bit AES and nx  is the known in-
put parameter as shown in Figure 6.  

To find nK , we proceed by key assumptions. The function id  sorts the con-
sumption traces ti of the plaintext and classifies them according to the value of the 
LSB (0 or 1) for example. This results in two groups 0P  and 1P  as shown in 
Figure 7. The difference of averages of each group is then computed using the 
Equation (1). In this case, the good hypothesis would correspond to a significant 
difference (most significant peak in the average traces). Otherwise, the hypothe-
sis is wrong.  
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Correlation power analysis (or CPA) 
The CPA is another SCA attack that is a variant of the DPA attack but even 

more powerful. This type of attack is increasingly used against hardware imple-
mentations and can directly target a byte of the encryption key. The CPA attack 
tries to match two variables, namely power and data (see Figure 8). Indeed, a 
strong correlation exists between power and the cryptographic algorithm in a  
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Figure 6. S-Box output. 

 

 
Figure 7. DPA attacks. 

 

 
Figure 8. CPA attacks. 
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running device. In other words, the power consumption is proportional to the 
data (Hamming weight). Thus, finding a good correlation can help to recover all 
key values [46]. An empirical coefficient, also known as the Pearson coefficient 
( ,H Vr ) is used to calculate the correlation. This coefficient has the expression:  
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with iv  and ih  the respective values of the consumption (voltage) at point i 
and the hamming weight. v  and h , their means and N the number of traces. 
Ba-Anh Dao et al. in [47] discussed a body of work on SCA with a focus on SoCs 
before conducting a CPA attack against an AES 128 implementation on an 
FPGA board. This same type of attack was carried out by the authors of [48] in 
2012 to recover the final tower key RK24L. 

Recently the rise of new technologies such as Machine Learning or Deep 
Learning, has opened the way to other types of attacks using fewer traces com-
pared to the long-used statistical methods. This is illustrated by the work of [49] 
which uses the support vector machine (SVM) to predict the Hamming weight 
from power traces. Convolutional neural networks (CNNs) are also used in [50] 
[51] for SCAs. For example in [52], Zhe Wang et al. used Deep Learning on SM4 
algorithms with and without protection implemented on an FPGA board. The 
results obtained, they claim, are significantly better compared to classical attacks 
such as DPA. Other algorithms are also being studied against SCAs such as 
Xboost, Random Forest, k-Nearest Neighbour, etc. 

3.2.2. Electromagnetic Emission Analysis 
This type of attack uses the measurement of electromagnetic waves emitted by 
operating integrated circuits. These EM waves are defined as synchronized os-
cillations of electric and magnetic fields that propagate at the speed of light 
through a vacuum [53]. Due to the difficulty of acquiring data from IoTs, the 
approach using side channels such as electromagnetic emissions was used. Ob-
serving or even acquiring electromagnetic emanations in an IoT device can allow 
an attacker to understand the relationship between it and the cryptographic al-
gorithms. As demonstrated by Karin et al. in [54], electromagnetic attacks can be 
performed on IoT SoCs due to voltage fluctuations between the digital part and 
the analogue circuit. These electromagnetic attacks (EMA) are divided into two 
categories: electromagnetic analysis and differential electromagnetic analysis 
[55]. 

This part is only a preparation step consisting in obtaining information about 
the device in question. The attacker observes a trace of the electromagnetic sig-
nal of the device and knows its architecture or even the security scheme applied 
in order to hope to retrieve information about the encryption key based on the 
transitions at system start-up. This step is a starting point for further analysis 
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with other techniques such as DEMA. 
Differential electromagnetic analysis (DEMA) 
Work has shown the effectiveness of electromagnetic FIAs on IoT SoCs 

against an AES implementation. The authors of [56] used a DPA technique 
based on electromagnetic emissions to attack a Texas instruments ARM cor-
tex-A8 SoC system with an AES 128 implementation. The authors succeeded in 
conducting an attack with only 10,000 traces for the SoC without a masking sys-
tem. Other approaches such as deep learning are increasingly used against IoT 
SoCs to recover the AES key implemented in them through electromagnetic sig-
nals [57]. 

3.2.3. Timing Attacks 
This type of attack exploits the time channel by measuring the time required to 
execute operations, either in real time from the clock or from the monotonically 
increasing counter [58]. The first work on the time attack was carried out by 
Tsunoo et al. [59], breaking a DES algorithm, thus opening up a new area of re-
search on SCA. The temporal attack is often used against weak devices like smart 
cards or the Internet of Things. The author of [60] also used this type of attack 
against an AES implementation. The authors of [61] present timing attacks on a 
network-on-chip. They attack the communication between shared memory and 
an ARM cortex-A9 core. 

3.3. SCA Countermeasures on SoC-IoT  

Several research papers have proposed techniques for countermeasures of inva-
sive and non-invasive hardware attacks. Techniques to make the processed data 
power independent for power analysis attacks (non-invasive attack) or even to 
make the metal protection layer of the chips more resistant (invasive attack) are 
proposed. Some of these techniques often consist of increasing the noise when 
data is processed and others can be included in the cryptographic module to 
monitor the supply voltage (voltage glitches) or even the clock frequency (clock 
glitches) in an attempt to stop operation if an attack is detected. Error-correcting 
codes are also used against FIAs in order to prevent the analysis of faulty outputs 
by suppressing the execution of the algorithm if an error is detected [62] [63] 
[64]. Xiaomin and proposed a masking method to attenuate the current differ-
ence by superimposing a metal-insulator-metal capacitor over the critical mod-
ules of the chip [65]. Their technique stands up well against DPA attacks. How-
ever, their work is limited to the critical modules of the chip. 

In order to protect the information that may be contained in a signal captured 
from a device performing a cryptographic function, it is essential to put in place 
systems that can scramble the signal, making it difficult to process. Processing 
operations randomly in a processor is a good way of doing this. Both DPA and 
CPA are based on correlation, and signal desynchronisation can complicate 
these SCA-based attack methods. 
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4. Post-Quantum Cryptography in IoT   
4.1. NIST PQC Standardization and Result  

As mentioned in the previous sections, the IoT environment is resource con-
strained, which requires the implementation of lightweight cryptographic algo-
rithms. Modern security protocols in most of our systems rely mainly on three ba-
sic cryptographic functions: Public Key Encryption (PKE), digital signature, and 
key establishment algorithm or Key Encapsulation Mechanism (KEM). Unfor-
tunately, Shor has shown in [66] that there are quantum algorithms that can 
solve the difficult problems of integer factorization (currently RSA for signature) 
and discrete logarithm (Diffie-Hellman for key exchange) in polynomial time. 
Thus, the threat to the security protocols currently in use is real. For this reason, 
the NIST (National Institute of Standards and Technology) standardization 
process has been launched since 2017 to find replacements for these current sys-
tems. This has given a significant boost to research in post-quantum cryptogra-
phy over the last five years. 

The main goal of the process started in 2017 by NIST is to replace three stan-
dards that are considered the most vulnerable to quantum attacks, i.e., FIPS 
186-41 (for digital signatures), NIST SP 800-56A2, and NIST SP 800-56B3 (both 
for keys establishment in public-key cryptography). For the first round of this 
competition, 69 candidates met the minimum criteria and the requirements im-
posed by NIST. 26 out of 69 were announced on January 30, 2019, for moving to 
the second round. Of these, 17 are public-key encryption and/or key-establishment 
schemes and 9 are digital signature schemes. In July 2020, NIST started the third 
round of this process where only seven finalists were admitted (four PKE/KEM 
and three signature schemes). In addition to the finalists, eight alternate candi-
dates were selected. 

On July 5, 2022, NIST published the first four winning algorithms from this 
campaign to standardize post-quantum cryptographic algorithms. These future 
standards will be default options for selecting post-quantum algorithms in the 
majority of security products. These post-quantum algorithms will also be com-
bined with proven classical algorithms through hybrid mechanisms. The first four 
algorithms selected are a key establishment algorithm named CRYSTALS-Kyber; 
and three digital signature algorithms named CRYSTALS-Dilithium, FALCON, 
and SPHINCS+. The first three of these algorithms are based on structured lat-
tices; the last one, SPHINCS+ is a hash-based signature scheme. These four al-
gorithms will therefore be used as the basis for writing U.S. federal standards. 
The scope of the NIST announcement is international with strong involvement of 
the cryptography research community, which will make the future US standards 
also used as de facto international industry standards. Beside the four winners, an 
extension of the NIST PQC standardization campaign (4th round) is planned for 

 

 

1https://nvlpubs.nist.gov/nistpubs/FIPS/NIST.FIPS.186-4.pdf  
2https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-56Ar2.pdf  
3https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-56Br1.pdf  
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four key establishment algorithms: BIKE [67], HQC [68], Classic McEliece [69] 
(all three based on error-correcting codes), and SIKE [70] (isogeny graphs-based). 
Classic McEliece was the first selected finalist as a key encapsulation mechanism, 
while BIKE and HQC were alternative candidates. The latter two use special codes 
to reduce the size of the public key, which is considered the main drawback of 
code-based cryptosystems. 

Recently, NIST issued a call for additional digital signature proposals for June 
2023 to be considered in the PQC standards process. For certain applications, 
such as certificate transparency, NIST is now interested in signature schemes 
other than structured lattice that have short signatures and fast verification to 
diversify post-quantum signature standards. As such, any structured lattice-based 
signature proposal will need to significantly outperform CRYSTALS-Dilithium 
and FALCON in the relevant applications and/or guarantee substantial addi-
tional security properties to be considered for standardization. 

The main question is how to use these new post-quantum cryptography stan-
dards in the resource-constrained IoT environment. This necessarily requires 
the implementation of lightweight algorithms taking into account the vulnera-
bility of IoT devices to SCAs and FIAs for better security.   

4.2. Applications in IoT  

The new NIST standards for post-quantum cryptography (CRYSTALS-Kyber, 
CRYSTALS-Dilithium, FALCON, and SPHINCS+) will bring many advantages, 
especially for the integrity of data exchanged in an IoT network. However, the 
implementation of these post-quantum algorithms requires a good knowledge of 
IoT systems as well as the security issues that can arise. Securing an IoT system 
is essentially about protecting the IoT device-to-device communication, sens-
ing/actuating, and information exchange. 

In [71], Xie et al. present a comprehensive design flow for implementation 
based on high-level synthesis (HLS) of NIST PQC candidates and standards. 
HLS has become a popular method of hardware accelerator design and is used in 
areas such as deep learning, cryptography, and image processing. This method 
takes a high-level C/C++ implementation and translates it into a hardware im-
plementation. The same C/C++ code can be used to generate multiple RTLs, 
each with a different area and latency. Another advantage of using HLS is the 
ease of verification. HLS uses the classic Finite State Machine with data (FSMD) 
to design the hardware components, which are arranged hierarchically, accord-
ing to the different function calls in the C design specification. The main com-
mercial tools are Xilinx Vivado HLS and Mentor Catapault. HLS for designing 
post-quantum cryptography accelerators was first proposed by Soni et al. in [72] 
[73] to map high-level C specifications of the second round NIST PQC candi-
dates into both FPGA and ASIC implementations. They showed that the maxi-
mum latency reduction achieved was 45× with a maximum increase in area 
overhead was 12×. The authors further improved on their approach to have 
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power, area, speed, and security (PASS) tradeoffs using a C to ASIC design flow 
[74]. The authors developed ASIC designs for two lattice-based digital signature 
schemes PQC: qTESLA and the future candidat winner CRYSTALS-Dilithium. 
They also showed that for both algorithms, a higher security level (level 3 or 5) 
results in a power, area, and time overhead. In addition, the memory require-
ments for both algorithms account for nearly 50% of the total ASIC area. As 
discussed in the previous section, Classic McEliece is a candidate for extension 
in the NIST PQC standards campaign. However, due to the large size of the pub-
lic key, its computational cost and time poses significant challenges, especially 
for embedded devices. In [75], the authors used HLS-based HW/SW co-design 
acceleration on the Classic McEliece. They achieved significant maximum spee-
dups of up to 55.2×, 3.3×, and 8.7× in the key generation, encapsulation, and 
decapsulation algorithms, respectively, compared to a SW-only scalar imple-
mentation. 

Ring-Learning With Errors (LWE) lattice-based cryptography is one of the 
most promising approaches for NIST PQC standardization (three of the four 
winners are lattice-based) due to the relatively low computational complexity 
and ease of hardware implementation [76] [77]. Aysu et al. describe the first 
hardware implementation of a quantum-secure encryption scheme along with its 
low-cost power side-channel countermeasures. The encryption uses an imple-
mentation-friendly Binary Ring Learning with Errors (BRLWE) problem with bi-
nary errors that can be efficiently generated in hardware. Unlike the Ring-LWE 
method, where the errors are based on a Gaussian distribution, the BRLWE 
scheme uses binary errors to obtain a much lower computational complexity [78]. 
This approach provided a high-speed PQC platform to ensure security for the 
applications and has strong potential for use in IoT servers and edge computing 
devices. However, a direct implementation of BRLWE has a vulnerability to power 
SCAs, even with a SPA, due to the nature of the binary coefficients. To protect 
against SPA and DPA respectively, they performed a redundant addition in plus 
the memory update and B-RLWE specific opportunity to construct a lightweight 
countermeasure based on randomization of intermediate states and masked 
threshold decoding. Their result is an interesting trade-off between side channel 
security and the cost of the B-RLWE hardware surface on a SAKURA-G FPGA 
board. In [77], the authors proposed the inverted BRLWE, an optimized variant 
for the BRLWE scheme that is proven to be secure against quantum attacks and 
is highly efficient for hardware implementations. They presented two variants of 
inverted BRLWE: a high-speed architecture targeting edge and powerful IoT de-
vices, and an ultralightweight architecture, which can be implemented on re-
source-constrained nodes in IoT. Their two different ASIC implementations 
showed improvement in terms of speed, area and power. This is the first imple-
mentation of LWE lattice-based cryptosystems on the ASIC platform. 

In [79], Mustafa et al. proposed a post-quantum lattice-based RSA (LB-RSA) 
for IoT-based cloud applications to secure shared data and information. 
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Among all the studied post-quantum cryptographic schemes, the lattice-based 
scheme is mainly used in IoT due to its simplicity and scalability compared to 
other cryptographic schemes, as shown in the initial NIST results for PQC stan-
dardization. Therefore, in the near future, a more elaborate study will be con-
ducted on the secure implementation of these future new post-quantum stan-
dards in constrained environments. 

5. Research Challenges and Orientations 

With the increase in IoT devices, security needs are also increasing. The main 
challenge for these devices is primarily related to resource issues that can make it 
difficult to implement security algorithms. However, lightweight algorithms de-
veloped under the NIST program have solved some of these problems, but not 
all of them. Indeed, these devices in operation can leak information from their 
auxiliary channels which can sometimes be very sensitive. More and more these 
flaws are exploited by attackers with powerful techniques to find the keys that 
allowed the encryption of the IoT SoC. To counter these attacks, countermea-
sures are proposed as described in Section 1. Nevertheless, as we mentioned ear-
lier, these low-cost devices are resource-limited, which may impact the imple-
mentation of adequate countermeasures for these objects. 

PQC is an entirely modern field that industries and academics are studying to 
prepare for the quantum era especially in IOT. However, the post-quantum IoT 
cryptosystems developed are not guaranteed against physical attacks. IoT device 
designers need to take a closer look at the world of quantum computing and its 
threats to minimize these risks. Although most modern public key cryptography 
systems use relatively large key sizes, these are sometimes much larger in post 
quantum algorithms. This poses a major challenge for implementations on re-
source-constrained devices. For example, it is essential to deploy post-quantum 
cryptography systems based on lighter lattices to handle the processing and use of 
large keys on increasingly powerful IoT devices. One of the biggest challenges is 
that the current choice of IoT platforms is not obvious because these devices will 
be noticeably less powerful than the devices that will exist in the future in the 
quantum era. In addition, with recent advances in the growth of cloud compu-
ting, large-scale IoT applications are enabling correct and timely execution. Pri-
vacy issues related to cloud computing can interrupt the execution of these ap-
plications, which is one of the main research areas. 

In a connected thing system, identifying a valid verifier in an authentication 
scheme requires too many resources for IoT devices, to the point of being im-
practical. In addition, implementing classical random functions and selecting 
pseudo-random functions are very complex tasks. Thus, in the quantum do-
main, the implementation of such a protocol requires either external quantum 
servers equipped with the adequate capacity and to determine the exact quantity 
of services of the PQC necessary. Concerning code-based post-quantum crypto-
graphy, one of the main directions of research is to analyze variants of the origi-
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nal McEliece scheme with different codes. From this survey, it is clear that there 
is still room for improvement in the design of these systems with the extension 
of the NIST PQC standardization campaign. 

Overall, we notice that the existing schemes in the PQC use lattice-based 
cryptosystems. The private and public key sizes used by these schemes are more 
optimal compared to other post-quantum cryptosystems. These lattice-based 
schemes and other existing post-quantum schemes should be based on finding 
an optimal trade-off between performance, security and memory cost in the IOT 
era. With the growth of cloud computing, the challenges are even greater when 
communication takes place between IoT devices. The design of future IOT de-
vices must take into account these new constraints related to confidentiality, in-
tegrity and availability in an increasingly close quantum era. 

6. Conclusion 

In this article, we have examined the challenges of IoT systems in the face of 
hardware attacks. The strong growth of IoTs needs to be accompanied by security 
measures on the software and hardware side to ensure their sustainability. After a 
detailed study on the different physical attacks that can be made against IoT sys-
tems, we have projected ourselves into the quantum era and the problems linked 
to low-resource systems. Indeed, it is important to find lightweight post-quantum 
cryptographic systems capable of adapting to resource-constrained environments 
such as the IoT with the NIST standardisation process. Finally we proposed 
some research directions after showing some challenges related to these types of 
attacks and post-quantum cryptography. 
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