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Abstract 
The power monitoring system is the most important production management 
system in the power industry. As an important part of the power monitoring 
system, the user station that lacks grid binding will become an important tar-
get of network attacks. In order to perceive the network attack events on the 
user station side in time, a method combining real-time detection and active 
defense of random domain names on the user station side was proposed. 
Capsule network (CapsNet) combined with long short-term memory network 
(LSTM) was used to classify the domain names extracted from the traffic da-
ta. When a random domain name is detected, it sent instructions to routers 
and switched to update their security policies through the remote terminal 
protocol (Telnet), or shut down the service interfaces of routers and switched 
to block network attacks. The experimental results showed that the use of 
CapsNet combined with LSTM classification algorithm can achieve 99.16% 
accuracy and 98% recall rate in random domain name detection. Through the 
Telnet protocol, routers and switches can be linked to make active defense 
without interrupting services. 
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1. Introduction 

The power monitoring system is facing informationization, digitalization and 
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intelligent reform. The high integration of information system and physical sys-
tem brings the development mode of “power-information-business”, and also 
brings new challenges to the security of the power monitoring system [1]. Due to 
the weak safety protection awareness of the user stations, its safety protection 
ability mainly depends on special security equipment. And most of the security 
personnel in the user stations are mainly operation and maintenance personnel, 
lacking professional safety protection skills. At present, security attacks and vul-
nerabilities affecting the energy industry appear frequently. A large number of 
modern malicious codes, such as ransomware and worm virus targeting the 
energy industry, mostly use random domain names to communicate with Com-
mand and Control Server (C&C) in order to avoid the scrutiny of security per-
sonnel. This communication mode can effectively resist domain name blacklist 
blocking and attribute code detection. These problems make the user station of 
the power monitoring system in a great security risk, and the network attack 
events against the user station can even spread from the user station to the mas-
ter station and other user stations through the dispatching data network, thus 
posing a huge security threat to the entire power monitoring system. In order to 
solve the security protection problem of user stations, abnormal behaviors by 
detecting network traffic has become a mainstream method [2] [3] [4] [5] [6]. 
However, the massive heterogeneous terminals in power system bring great dif-
ficulties to the detection and analysis of traffic data. How to effectively detect the 
security risks faced by power monitoring system is a problem many researchers 
are thinking about [7] [8] [9]. 

In order to effectively detect the security risks faced by user stations in power 
monitoring system, this paper takes random domain name as the research ob-
ject, and proposes a method combining random domain name detection and ac-
tive defense technology to improve the security protection ability of user sta-
tions. The method proposed in this paper combines Capsule Network (CapsNet) 
and Long Short Term Memory (LSTM) to detect random domain names, and 
uses active defense technology to prevent malicious resolution behavior of ran-
dom domain names. The experimental results show that the proposed recon-
struction network based on the integration of CapsNet and LSTM has a signifi-
cant improvement in the accuracy of random domain name detection, reaching 
99.16%. And the active defense technology can effectively defend against mali-
cious domain name resolution behavior. 

2. Literature Review 

At present, machine learning and deep learning are the mainstream methods to 
detect random domain names. Machine learning requires manual extraction of 
domain name character features. The detection effect is relatively poor for deep 
learning, but it is highly interpretable. Deep learning does not need to manually 
extract features and has good detection effect. It is the most widely used method 
in the domain name detection field. 
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Because random domain name is generated by random domain name genera-
tion algorithm, it is easy to cause statistical difference between random domain 
name and normal domain name. Therefore, traditional machine learning me-
thods can effectively detect random domain names from the perspective of do-
main names themselves [10] [11] [12] [13]. Guo Xiangmin et al. took the Do-
main name generated by the Domain Generation Algorithm (DGA) as the iden-
tification object, and performed clustering analysis on malicious domain names 
based on implicit Markov model, so as to realize DGA domain name determina-
tion [14]. Zhang Yang et al. proposed a malicious domain name detection method 
based on multiple attribute features. This method extracts more fine-grained fea-
tures in lexical features and then uses random forest algorithm to detect random 
domain names [15]. Yu Guangxi et al. designed a domain name detection sys-
tem, which first used random forest to classify and analyze domain names, and 
then used clustering and set analysis methods to further detect suspected mali-
cious domain names to reduce the false detection rate of the system [16]. Al-
though machine learning has achieved satisfactory results in random domain 
name detection, traditional machine learning methods need to manually extract 
a large number of domain name features, and cannot extract the relationship 
between domain name characters. The detection effect depends on the quality of 
feature engineering, so the detection efficiency and detection accuracy are low. 

DGA domain name classification detection based on deep learning has become a 
mainstream solution from the perspective of natural language processing [17]. 
Woodbridge et al. [18] designed a LSTM model specifically for malicious do-
main names to realize real-time prediction of malicious domain names without 
context information and manual feature extraction [19]. Chen et al. proposed a 
random domain name detection model based on Gate Recurrent Unit (GRU). 
The domain name vector features are automatically learned by GRU, and finally 
the classification is calculated by neural network [20]. Chen Lihuang et al. in-
troduced attention mechanism on the basis of GRU recurrent neural network to 
strengthen some high randomness features in domain names [21]. Zhang Bin et 
al. proposed a domain name detection model based on the Convolutional Neural 
Network (CNN) and LSTM. The model detects malicious domain names by ex-
tracting sequence features of different length character combinations in the do-
main name string. At the same time, the attention mechanism is introduced to 
assign a small weight to the output features at the position of the filled charac-
ters, reduce the interference of the filled characters on feature extraction, and 
enhance the ability to extract features of long-distance sequences [22]. Extracting 
the combined features of domain name string based on CNN and using LSTM to 
fully mine the character context information in domain name string can achieve 
a higher detection accuracy than simply using LSTM, GRU or CNN. However, 
CNN has great limitations in identifying spatial relationship features, and the 
pooling operation of CNN will lose a lot of valuable information. Based on this, 
this paper proposes a domain name detection model combining CapsNet [23] 
and LSTM fusion. The model realizes the security protection of user station by 
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detecting random domain name and combining with active defense technology. 

3. Research Methodology 

In order to ensure the invisibility and security of the communication process 
with C & C server, a large number of modern malicious codes such as ransom-
ware and worms virus use DGA to establish communication with C & C server. 
In order to hide the real malicious domain names, malicious code can create up 
to thousands of fake domains at a time. In order to effectively detect random 
domain names in user stations, this paper proposes a domain name detection 
model that integrates CapsNet and LSTM to detect random domain names. The 
model structure diagram is shown in Figure 1. The model is divided into input 
layer, feature extraction layer and output layer. At the same time, the model 
combines the active defense technology to defend against malicious domain 
name resolution. 

The random domain name in the data set used by the random domain name 
detection model in this paper is the random domain name actually generated by 
26 malicious samples, and the normal domain name is the top 1 million domain 
names of Alex website. In this paper, the detection of domain names is only for 
the subdomain of the domain name, such as google.com whose subdomain is 
google. 

3.1. Input Layer 

In order for the neural network to process domain name data, it is necessary to 
first convert the domain name into a vector. In this paper, we first count all the 
characters that appear in the data set to form a dictionary, and then assign a  

 

 
Figure 1. Structural diagram of CapsNet + LSTM model. 
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unique index to all the characters in the dictionary. Any domain name 
( )1 2 3, , , , LD c c c c  is represented by a vector with the length of L. L is the 

length of the longest domain name in the dataset, and the value of L in this da-
taset is 63. The value in D is the index value of the character ( )1, 2,3, ,ic i L=   
in the dictionary. 

3.2. Feature Extraction Layer 

Feature extraction layer uses deep learning network to extract character combi-
nation and sequence features of domain name. This layer is composed of word 
embedding layer, CapsNet and LSTM. 

This paper uses word embedding to transform domain name into vector, 
which has the advantages of low dimension and computable semantics com-
pared with one-hot representation and matrix representation [24]. The vecto-
rized domain name is transformed into a vector sequence ( )1 2 3, , , , Lw w w w , 

d
iw ∈  by the word embedding layer. d is the vector dimension of the embed-

ded layer. In this paper, d is 128, which can retain enough context information. 
Capsule network emphasizes the encoding of image features’ spatial relation-

ship [25]. CapsNet is used to extract the spatial characteristics of domain name 
strings. The domain name vector is input into CspsNet. CapsNet first extracts the 
n-gram syntax information in the domain name string using one-dimensional 
convolution. One-dimensional convolution is extracted by the convolution ker-
nel ω, k dω ×∈  of size k, { }2,3,5k ∈ , and the convolution operation uses the 
0 filling method. Convolutional feature extraction includes two steps, convolu-
tion calculation and convolution kernel movement. The convolution calculation 
uses the convolution kernel of size k to translate on the sequence vector, and ex-
ecutes the convolution calculation for k input sequences each time. The calcula-
tion formula is shown in Equations (1)-(2). 

( ): 1i i i kx w + −= ⊕                         (1) 

( )i ic g x u b= ⋅ +                         (2) 

, k d
ix u ×∈ . ⨁ represents vector splicing, u is weight matrix and b is bias 

quantity. The convolution calculation makes the inner product operation be-
tween the weight matrix and the splicing vector b. After the bias b is added, the 
output is processed by the nonlinear function g, here the nonlinear function g 
uses the ReLU function. The convolution kernel moves on the sequence vector 
with a step of 1 each time. The convolution operation forms three 63 × 64 
two-dimensional tensors. Three two-dimensional tensors are spliced to form a 
63 × 192. CapsNet uses dynamic routing to replace pooled operations on the 
input 63 × 192 tensors for feature extraction, final output 64 × 128. The dynamic 
routing process is shown in Table 1. 1 2,u u  are input vectors, and 1 2,r rc c  are 
dynamically updated parameters. 

The value of T is 3, and the weighted sum of 1u , 2u  plus 1
rc , 2

rc  respec-
tively gives rs . ra  is obtained through the Squash function, and ra  is dotted  
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Table 1. Dynamic routing process. 

0 0
1 20, 0b b= =  

For 1 to  dor T=  
( )1 1

1 2 1 2, softmax ,r r r rc c b b− −=
 

1 2
1 2

r r rs c u c u= +  
( )r ra Squash s=

 
1r r r i

i ib b a u−= + •  

 
product with iu  (i = 1, 2) to get r

ib . Loop T (T = 3) times to get the final up-
dated parameters 1

rc , 2
rc , and complete the dynamic routing. 

LSTM is an improved time cycle neural network, which is suitable for 
processing sequential data [26] [27]. The LSTM layer is used to extract the single 
character sequence features of the domain name string. The domain name vec-
tor sequence through the word embedding layer is spliced into a single vector 

( )1: , L d
Le w e ×= ⊕ ∈  and input into the LSTM network. 

3.3. Output Layer 

Finally, this paper spliced the output of CapsNet and LSTM into the full connec-
tion layer for classification. Sigmoid function was used as the classification func-
tion, binary cross entropy was used as the loss function, and Adam optimizer 
was used to minimize the loss function. The output result is recorded as y, where 

[ ]0,1y∈ . The calculation equation of loss function is 

( )
( ) ( )ˆ ˆ ˆlog 1 log 1

ˆ,

N

i i i i
i

y y y y
L y y

N

 + − − 
= −

∑
            (3) 

where ŷ  is the prediction probability obtained by Sigmoid function, y is the 
actual target value, DGA domain name value is 1, and normal domain name 
value is 0. 

At the same time, in order to verify the actual effect of CapsNet, we also used 
LSTM model to detect random domain names. The LSTM model structure is 
shown in Figure 2. Compared with the CapsNet plus LSTM model structure, the 
convolution operation and capsule neural network are removed in LSTM. After 
vectorization and word embedding, only LSTM is used to extract domain name 
features, and then the detection results are output after passing through the 
output layer. The detectable results will compare with the results of CapsNet + 
LSTM model to verify the actual contribution of CapsNet to the model in part 
four. 

4. Research Results 
4.1. Data Source and Data Preprocessing 

The data set used in this experiment consists of normal domain names and random  
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Figure 2. Structural diagram of LSTM model. 
 

domain names. Among them, the random domain names are 1 million random-
ly generated domain names from 26 malicious samples, and the category mark is 
1; The normal domain names come from the top 700,000 domains on Alex’s 
website, and the category is marked as 0. This paper first counts all the unique 
characters in the domain name to form a dictionary, uses the dictionary to vec-
torize the domain name, and the domain name vector passes through the word 
embedding layer in Keras to form a 63 × 128 tensor as the input of the neural 
network. 80% of the data set in this paper is for training and 20% for testing. 

4.2. Model Parameter Setting 

The proposed model is divided into input layer, feature extraction layer and 
output layer. The input layer selects a sequential structure to connect the neu-
rons in the neural network in a sequential manner. The feature extraction layer 
first uses the embedding layer to embed words at the character level, and the 
embedding dimension d is 128. Then three convolution kernels of size k and 

{ }2,3,5k ∈  are used for convolution operation, and the number of neurons is 
set to 64. Then the capsule network is used for feature extraction. The number of 
capsule networks is set to 64, the number of routes is set to 3, and the output 
dimension is 128. At the same time, a LSTM network is paralleled at the feature 
extraction layer to extract the context information of characters in the domain 
name string. The number of neurons is set to 64. To prevent LSTM from overfit-
ting, set the discard layer and the discard rate to 0.5. Batch_size and epochs are 
set to 128 and 10 respectively during the training. 

4.3. Model Evaluation Criteria 

There are four kinds of test statistics results in the test set, as shown in Table 2. 
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Table 2. Statistical results of domain name test. 

 
Random domain 

name 
Normal domain 

name 
 

Random domain name TP FP TP + FP 

Normal domain name FN TN FN + TN 

 TP + FN FP + TN  

 
TP (True Positive): the actual number of samples of random domain names 

determined to be random domain names; FP (False Positive): the number of 
samples that are actually normal domain names and are determined to be ran-
dom domain names; TN (True Negative): the actual number of samples of nor-
mal domain names determined to be normal domain names; FN (False Nega-
tive): the actual number of samples of random domain names that are deter-
mined to be legal domain names. 

In traditional machine learning and deep learning classification tasks, accura-
cy, precision, recall and F1 value are most often used to measure the classifica-
tion effect of the model. 

TPPrecision
TP FP

=
+  

TPRecall
TP FN

=
+  

TP TNAccuracy
TP FP TN FN

+
=

+ + +  
2 Precision RecallF1-Score

Precision Recall
× ×

=
+  

Among them, the accuracy rate reflects the reliability of the model discrimi-
nation results; Recall rate reflects the missing report of the model; The F1 score 
reflects the comprehensive performance of the model. The larger the F1 score, 
the better the model performance. 

4.4. Model Evaluation 

In order to evaluate the effect of the fusion of CapsNet and LSTM domain name 
detection model proposed in this paper, CNN model, LSTM model, and CNN + 
LSTM model are compared with it. The traditional machine learning classifica-
tion method K-Nearest Neighbor (KNN), Logical Regression (LR), Decision 
Tree (DT) and other models are used for reference. 

As can be seen from Table 3, the classification model based on deep learning 
has better performance than the classification method based on traditional ma-
chine learning. The CNN detection model can extract n-gram syntactic informa-
tion of domain name through convolution operation, but a deeper convolutional 
network needs to be designed to extract longer distance syntactic information to 
improve accuracy. LSTM detection model can extract the sequence features of 

https://doi.org/10.4236/jis.2023.141004


H. Y. Yin et al. 
 

 

DOI: 10.4236/jis.2023.141004 47 Journal of Information Security 
 

domain name strings. The F1-Score of LSTM is 1 percentage point higher than 
that of CNN, and the accuracy is 1 percentage point higher. It shows that the 
accuracy can be improved by extracting the sequence features of domain name 
strings. Compared with the CNN model and LSTM model, the accuracy of the 
CNN and LSTM fusion model is improved by one percentage point and two 
percentage points respectively. At the same time, by comparing CapsNet + LSTM 
and LSTM, it is found that the recall rate, accuracy rate and precision rate of 
CapsNet + LSTM are respectively 1, 2 and 3 percentage points higher than that 
of LSTM alone. 

In order to more intuitively measure the classification performance of differ-
ent models, this paper gives receiver operating characteristic (ROC) curves of 
different models, as shown in Figure 3. The closer the area under the ROC curve 
(AUC) is to 1, the higher the authenticity of the detection model. 

According to Table 3 and Figure 2, the detection model of CapsNet com-
bined with LSTM proposed in this paper has the highest detection accuracy of 
99%. It shows that using dynamic routing of capsule network to replace pooling 
operation of CNN can effectively reduce information loss and achieve higher  

 
Table 3. Comparison of model detection performance. 

Model Recall (%) Precision (%) Accuracy (%) F1-Score 

Caps-LSTM 98 98 99 0.98 

CNN 95 96 96 0.97 

LSTM 97 96 96 0.98 

CNN-LSTM 98 97 98 0.98 

LR 92 90 89 0.91 

KNN 95 93 92 0.94 

DT 92 91 90 0.92 

 

 
Figure 3. ROC curve comparison chart (color printing). 
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accuracy. At the same time, the AUC area of the model proposed in this paper 
reaches 0.999, which has the highest detection authenticity. 

4.5. Active Defense 

The active defense module is used to make active defense according to the reso-
lution results of random domain names when the random domain name detec-
tion module detects random domain names, so as to prevent further spread of 
network attacks. The random domain name detection model extracts domain 
names in DNS traffic successively and filters them using whitelists. Then the 
random domain name detection model classifies domain names. If the detection 
model determines that the domain name is random, the IP address correspond-
ing to the domain name is extracted. Then the active defense module updates the 
access control list (ACL) of the switch through the Telnet protocol according to 
the IP address, and prevents the connection with the IP address. If the domain 
name is determined to be a normal domain name, continue to analyze the next 
domain name. The active defense process is shown in Figure 4. 

 

 
Figure 4. Flowchart of active defense. 
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5. Conclusions 

This paper proposes a security protection method for user station of power 
monitoring system, which combines random domain name detection and active 
defense technology. The method proposed in this paper can detect random do-
main names from the DNS traffic of the user stations, and then use the active 
defense technology to block malicious connections according to the resolution 
results of random domain names. In the random domain name detection phase, 
the detection model proposed in this paper first vectorizes domain names and 
then classifies them. Active defense extracts the Internet Protocol (IP) address 
corresponding to the domain name according to the results of random domain 
name detection and blocks the malicious connection of the corresponding IP 
address. Finally, the method proposed in this paper is verified by DNS traffic 
data of user station. The experimental results show that the CapsNet + LSTM 
model successfully detects 304 random domain names in DNS traffic for 30 con-
secutive days. The ACL of the two switches is updated successfully to prevent 
two malicious connections, and the detection effect is the best. The simple LSTM 
model only detected 268 random domains, the second most effective. In the best 
case, only 158 random domain names can be detected using machine learning 
methods. Through the actual verification, CapsNet + LSTM model can meet the 
actual use requirements. 

The method proposed in this paper can solve the security protection problem 
by random domain name detection and active defense technology without in-
terrupting the service of the user station. Compared with the existing user sta-
tion protection schemes, this method has the following advantages: 1) In view of 
the security protection status of user stations, a protection idea based on the 
combination of random domain name detection and active defense is proposed; 
2) When random domain name resolution behavior is found in the user station, 
active defense measures can be taken to prevent malicious connections without 
interrupting the service. The main work in the future is to: further improve the 
accuracy of existing detection engines; further shorten the training time of ran-
dom domain name detection model. 
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