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Abstract 

Mitigating increasing cyberattack incidents may require strategies such as 
reinforcing organizations’ networks with Honeypots and effectively analyzing 
attack traffic for detection of zero-day attacks and vulnerabilities. To effec-
tively detect and mitigate cyberattacks, both computerized and visual analyses 
are typically required. However, most security analysts are not adequately 
trained in visualization principles and/or methods, which is required for ef-
fective visual perception of useful attack information hidden in attack data. 
Additionally, Honeypot has proven useful in cyberattack research, but no 
studies have comprehensively investigated visualization practices in the field. 
In this paper, we reviewed visualization practices and methods commonly 
used in the discovery and communication of attack patterns based on Honeypot 
network traffic data. Using the PRISMA methodology, we identified and screened 
218 papers and evaluated only 37 papers having a high impact. Most Honey-
pot papers conducted summary statistics of Honeypot data based on static 
data metrics such as IP address, port, and packet size. They visually analyzed 
Honeypot attack data using simple graphical methods (such as line, bar, and 
pie charts) that tend to hide useful attack information. Furthermore, only a 
few papers conducted extended attack analysis, and commonly visualized at-
tack data using scatter and linear plots. Papers rarely included simple yet so-
phisticated graphical methods, such as box plots and histograms, which allow 
for critical evaluation of analysis results. While a significant number of auto-
mated visualization tools have incorporated visualization standards by de-
fault, the construction of effective and expressive graphical methods for easy 
pattern discovery and explainable insights still requires applied knowledge 
and skill of visualization principles and tools, and occasionally, an interdis-
ciplinary collaboration with peers. We, therefore, suggest the need, going 
forward, for non-classical graphical methods for visualizing attack patterns and 
communicating analysis results. We also recommend training investigators in 
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visualization principles and standards for effective visual perception and 
presentation. 
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1. Introduction 

Information visualization can be described as the study and development of in-
teractive visual representations of complex, abstract data for the purpose of re-
vealing patterns and gaining insights and actionable knowledge for informed 
human cognitive decision-making [1] [2]. As an established scientific field [2], 
its application in the fight against cybercrime involving the detection and identi-
fication of intrusive attacks from network traffic data is of immense benefits [3] 
[4] [5].  

However, cybercriminals have been observed to still infiltrate networks un-
discovered, typically exfiltrating and thereafter encrypting valuable user and/or 
business data mainly for financial gains [6]. Since traffic data generated in to-
day’s networks are typically complex and massive making a easy discovery of 
useful attack information a challenging task [7], we arguably attribute a typi-
cal cause of the aforementioned phenomenon (i.e. undetected cyberattacks) to 
inappropriate construction of graphical methods by the security analyst for in-
formation visualization of attack data. We observed that most cyber security re-
searchers are perhaps not abreast of established visualization principles and ap-
propriate visualization methods, and therefore are not able to exhume patterns 
from data.  

Data visualization principles, for all intent and purpose, are proven and estab-
lished visualization best practices that can be used for effective visual communi-
cation and early discovery of patterns. In this study, we aim to investigate the 
visualization practice of security researchers during the analysis of network in-
trusion detection data. Our purpose is to identify the typical graphical methods 
used for visualization and communication of network intrusion detection data, 
and to evaluate researchers’ understanding of basic visualization principles. We 
limit the focus of our studies to Honeypot server intrusion detection since the 
field of network intrusion detection is vast. In addition, the Honeypot server is a 
fast-evolving deception-based network security defense mechanism which has 
been observed to be applied in recent times in numerous security types of re-
search for the collection and analysis of network intrusive attack data [8] [9].  

To the best of our knowledge, we have not found the systematic survey and/or 
review articles evaluating visualization metrics, methods, and practices relating 
to attacks and intrusion detection in Honeypot cybersecurity research. Most re-
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lated survey and/or review articles in the field of Honeypot did not follow sys-
tematic reviewing and reporting methods [10]. Most related literature surveys, 
particularly in fields such as information visualization [2] [11], network anomaly 
detection [12], data preprocessing, and dimensionality reduction [13] [14] have 
not presented findings on how visualization methods are used in relation to 
Honeypot data analysis. Finally, there have been few Honeypot research contri-
butions in the areas of Honeypot data analysis and visualization [10] and this 
paper hopes to fill this gap. 

In this study, we will follow the Preferred Reporting Items for Systematic Re-
views and Meta-Analyses (PRISMA) methodology [15] in assessing Honeypot 
empirical papers in scientific literature focusing on exploration and visual analy-
sis of Honeypot intrusive attack traffic data. Based on our inclusion and exclu-
sion criteria, relevant papers will be searched for, screened for eligibility, and in-
cluded in the study. We will extract and evaluate information about the included 
papers and the graphical figures used in the display of analysis results as pre-
sented in the included papers. We reason that information about graphical fig-
ures in these papers is an indication of the knowledge and expertise of the secu-
rity researcher in data visualization since it is used to communicate important 
research discoveries. We believe that statistical analysis of the extracted data will 
give insights into the practice of graphical method construction and the use of 
graphical visualization methods by the security researcher during the visualiza-
tion of intrusion detection data both for pattern discovery and information com-
munication. 

In order to give useful background information to the reader preceding analy-
sis and discussions, in Section 2, we presented an overview of: Honeypot defini-
tions, classifications, and log collection; visualization and visual analytics pipe-
lines; and visual perceptual elements, and common graphical methods, their use, 
and limitations. Section 3 gave a summary of related survey studies in the areas 
of information visualization, network anomaly visualization, and data dimen-
sionality reduction. Section 4 detailed the methodology adopted by this. The re-
search results, analysis, and discussion were presented in Section 5, and in Sec-
tion 6, the conclusion in addition to common visualization principles, best prac-
tices, and recommendations were presented. 

2. Background 
2.1. Honeypot Types and Log Management 

A Honeypot server is a bait technology designed to spuriously engage only at-
tackers, deriving intended value only when it has been effectively probed, at-
tacked, and compromised [16]. The first instance of a Honeypot was Fred Co-
hen’s Deception Toolkit and examples of Honeypot types are shadow Honeypots 
(deployed with network intrusion detection systems), honeynets (networks of 
Honeypots), honeywall (a type of Honeypot firewall), and Honeypot deployment 
frameworks [17] [18]. 
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Honeypots are generally classified into two types based on the level of interac-
tivity with attackers and how well it is able to log data about attacker interactivi-
ty [19]:  
 Low interaction Honeypots deployed as simulators of real operating systems; 

easily detectable by attackers; may not be able to engage attackers for longer 
periods; generally used to investigate simple attack patterns and trends; can 
collect a large amount of data about attacker activities; are generally simple to 
deploy and manage; and are less resource intensive 

 High interaction Honeypots deployed on real operating systems; not easily 
detected by attackers; can engage attackers for longer periods; can investigate 
a wider scope of attacker activities; can collect a relatively larger amount of 
data about attacker activities and malwares and other malicious artifacts; can 
help detect zero-day vulnerabilities; can be difficult to deploy and manage; 
and are more resource intensive. 

Other Honeypot classifications are: production Honeypots, research Honey-
pots, physical Honeypots, virtual Honeypots, server Honeypots and client Ho-
neypots [20]. 

Usually, Honeypot servers are configured with open and vulnerable operating 
systems services and applications, and are deployed to different geolocations to 
be attacked (as shown in Figure 1). Network traffic data to and from the Ho-
neypot traps or sensors are collated, processed, visually analyzed and inspected 
interactively in order to discover and identify interesting attack patterns, and al-
so gain insights and actionable knowledge needed to improve overall network 
security [21] [22].  

2.2. Visualization and Visual Analysis Pipelines 

Data visualization is the transformation of raw data into simple, intuitive and 
interactive visual data abstractions for the purpose of conveying meaning and 
augmenting human cognition [23]. It can be regarded as a data flow model 
which involves a series of functional data abstraction modules which when ex-
ecuted as a pipeline processes and transforms raw input data into visual components  
 

 
Figure 1. Generic Honeypot deployment, log collection, and management for intrusion 
detection. 
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such as charts and maps for further analysis. Raw data are abstractions of the 
universe and can be of type numeric, non-numeric, or both. DV can be largely ca-
tegorized into two: scientific visualization, which involves processing of multidi-
mensional scientific data; and information visualization, which involves processing 
of multivariate business data.  

Scientific visualization [7] commonly involves visual transformation of scien-
tific data for visual investigation of a scientific entity, for example, the visualiza-
tion of human cell DNA structure [24] in antibodies studies. In scientific visua-
lization the display dimension is mostly the same as the dimension in which the 
scientific data originally exists. Consequently, the display dimension is mostly 
known (i.e. already given) and the visual transformation process is mostly not re-
garded as a dimension scaling problem. Common scientific visualization dimen-
sions are 1D, 2D, and 3D [7]. 

Information visualization [2] commonly involves visualization of tabular mul-
ti-variable business (or non-scientific) data such as the one generated from within 
financial institutions or computer networks. It is the study of transformation of 
non-scientific data into corresponding visual representations and the layout of 
visual data abstractions on views. 

In information visualization, raw business data is typically characterized with 
large number of correlated input variables consequently requiring display di-
mension reduction for easy visual inspection [7]. It is the responsibility of the 
human analyst to choose an optimal display dimension for representative visual 
transformation, easy visual interaction, and pattern discovery and knowledge 
gain. 

Numerous visualization pipelines and/or frameworks have been proposed in 
literature for guided data analysis, visualization, and knowledge extraction [2] 
[14] [25]. Figure 2 shows a 3-step generic information visualization framework 
for forensic Honeypot data analysis. First, collected network traffic data is 
processed through a data abstraction module where raw data is cleaned and 
transformed into an appropriate form using existing data analysis techniques  
 

 

Figure 2. Generic information visualization process flow for forensic analysis of Honey-
pot data. 
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and methods (e.g. scaling, dimension reduction). Second, visual components 
such as such charts, plots, maps and diagrams are then created from the trans-
formed data through the visual abstraction module. Finally, knowledge extrac-
tion module organizes created visual components on views, supporting the secu-
rity analyst in interactive visual inspection of the network traffic data. 

Card et al. [1] proposed a generic information visualization pipeline well- re-
ferenced in data visualization research. It describes the functional steps required 
for knowledge crystallization—a process of achieving the most intuitive visual 
representation of data for a cognitive task. In the first functional step, raw mul-
tivariate data (typically with imperfections such as missing values, outliers, etc.) 
is preprocessed and transformed into a compressed qualitative data representa-
tion in low-dimension space. The second functional module creates corres-
ponding visual elements such as charts and maps using the transformed data as 
input. In the third functional module, the mapped visual elements are trans-
formed into views for visual inspection. The human analyst can interact with 
every step in the information visualization pipeline to improve the results of the 
visualization task. The quality of results though largely depends on the know-
ledge of the task’s domain and technical expertise of the analyst [14]. 

The data model proposed by Card et al. [1] is regarded as a basic information 
visualization pipeline and there are a number of notable extensions in this area. 
For example, Chi [26] extended the work of Card et al. [1] to include data ab-
straction steps with which a user can interact. Chi [26] reveals that the state of 
the data keeps changing as it goes through abstraction functions in a visualiza-
tion pipeline. The information visualization data flow model proposed by Haber 
et al. [27] was extended in the work of Santos et al. [7] for both scientific (multi-
dimensional) and information (multivariate) visualization. In addition, Morel-
and’s [11] work basically explores considerations in pipeline designs in which a 
simple visualization pipeline is presented and includes a sequential read, filter, 
and render functional modules which represent the data input, data transforma-
tion, and data output components. 

Classical information visualization has evolved to include visual analytics [2]. 
While information visualization concerns the visual representation and presen-
tation of abstract multivariate data mostly in low-dimension space, visual ana-
lytics concerns making sense of visual data through visual inspection, and hy-
pothesis formulation and validation for human cognition tasks [2]. Thus, a ge-
neric visual analytics pipeline can be regarded as a series of connected steps in a 
data model required for visualizing and inspecting multivariate data in order to 
discover patterns and gain insights and knowledge to augment human cognition 
[1]. The basis of visual analytics is formed from the idea of human-computer in-
teraction for problem-solving [2]. Since the knowledge of the security analyst 
about the current state of the network is limited, visual analytics helps in pattern 
discovery from which hypotheses can be formed and proven leading to insights 
and knowledge gains. Generally, information visualization and visual analytics 
data models convert raw data into visual objects which can be combined and 
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presented to the analyst as views [2] for inspection. 
The visual analytics pipeline of Keim et al. [28] is well-known in literature and 

focused on knowledge generation from observable visual elements displayed on 
views. The authors introduced functional user interaction steps in an iterative 
fashion for the analysis and knowledge generation tasks. Ltifi et al. [29] and Sa-
cha et al. [30] are also well-known visual analytics pipeline extensions of Keim et 
al. [28]. The Keim et al. [28] visual analytics model involves two phases: data 
mining reinforced with visual analysis. It includes all functional steps in a gener-
ic information visualization pipeline proposed by Card et al. [1]. It includes four 
modules of data processing, information visualization, pattern discovery, and 
knowledge generation as executables for automated data analysis which is rein-
forced with visual data exploration for interactive pattern building and visualiza-
tion. 

Alonso et al. [31] describe visual analysis and inspection of Honeypot data as 
an alternate network monitoring tool. Essentially, based on the reference visua-
lization frameworks discussed in this section, a typical Honeypot information 
visual analytics model as shown in Figure 2 for inspection of distributed Ho-
neypot multivariate network attack data will require that raw data be aggregated, 
cleaned, compressed, filtered, mapped, rendered, and interactively analyzed with 
continuous qualitative feedbacks in order to discover patterns and gain explain-
able insights and knowledge into Honeypot intrusion detection data for cogni-
tive action by the security analyst. 

2.3. Graphical Perception and Methods 

The discovery of attack patterns hidden in raw network traffic data and the gen-
eration of explainable insights by the human security analyst is strongly connected 
to how the human visual system perceives and reasons visual data. Hence, for ef-
fective knowledge generation from visual displays the knowledge in established 
visualization principles and best practices, and the expertise in the thoughtful 
selection of graphical methods and application of visual channels (Figure 3) for 
visual analysis tasks is paramount. In this section, we present a quick background 
to common graphical elements and methods in the context of common visuali-
zation principles and best practices.  

2.3.1. Common Visualization Channels 
In order to extract information from a graphical display, the human visual sys-
tem (through the brain) typically performs basic perceptual tasks such as identi-
fying the position of a point and estimating the difference in lengths of two lines 
by using graphical channels. The information extraction metrics (e.g. position, 
length) used in strategically encoding data (quantitative or categorical) are called 
visual channels. Figure 3 shows a list of visual channels [32] [33] ranked (from 
most effective to least effective) in graphical methods for encoding of quantita-
tive or categorical data. Typically, it continues to get more difficult to perceive 
small quantitative changes as one goes down the list. The authors revealed that  
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Figure 3. Visual channel ranking [32]. This figure shows the visual channels which are most and least effec-
tive for encoding and decoding of quantitative and ordered/categorical data. The most effective is position 
typically used in line/bar charts; area/curvature is typically used in pie charts and are less preferred (even 
discourage) compared to bar charts; luminance/saturation is also encouraged against hue when using color to 
encode quantitative data; color hue can add visual artifacts to visual representations of quantitative data and 
as such may obscure findings, however are very useful in representation of categorical data. These rankings 
are very useful and can serve as a guide for construction of effective graphical visualization methods. 

 
the human visual systems can better perceive small changes (or differences) in 
quantitative data using length as the comparison channel (e.g. in line or bar 
chart). On the other hand, visual channels such as area, angle, direction, volume, 
curvature, shading or color proves relatively more difficult for the brain to process 
thus resulting in less effective graphical visual perception.  

Color is regarded an essential part of visual information communication and 
is actively used in information encoding in visualization tasks [32]. When ap-
plied thoughtfully it can create aesthetics in graphical methods promoting visual 
perception. Color is mostly used to draw the viewer’s attention to important as-
pects of a graphical visual display. However, the human visual system can have 
defects (e.g. color-blindness) making color to be perceived differently amongst 
viewers. Additionally, the use of color hue for encoding quantitative data have 
been scientifically discouraged in visualization research due to the possibility in-
clusion of obfuscating visual artifacts possibly misrepresenting data [32]. To ac-
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commodate known visual defects, perception tailored color palettes such as Ci-
vidis and Viridis have been developed. In addition, it is scientifically encouraged 
to present color as shades of gray, which may not be visually appealing, but has 
been proven to communicate information in a clear and intuitive fashion.  

Furthermore, values encoded with color can be surprisingly read inaccurately 
by the human visual system. For example, the perception of color can be influ-
enced by other neighboring colors resulting in an optical illusion. This unin-
tended visual effect can occur if different colors or variations of the same color 
are not thoughtfully applied in graphical method construction leading to possi-
ble information misrepresenting. In essence, when displaying quantitative data 
and small differences in measurements between entities is important, it is rec-
ommended to encode values with position, line, or size rather than lightness, 
saturation, or color hue. The visual channel rankings can serve as a guide for ef-
fective graphical construction during information visualization tasks.  

2.3.2. Common Visualization Methods 
Line charts [34] are typically used with time-series data for revealing patterns 
and trends. 

Pie charts [35] are mostly used to compare slices of a whole pie or show con-
tributions of individual pie slices to the whole pie. As shown in Figure 3, area or 
angle are the visualization channels which can be used for comparison and as 
previously highlighted have been found to be less effective for discerning of 
quantitative values as compared to position or length used in line or batch charts. 
In addition, since pie chart is used to reveal or communicate proportion typically 
from a series data, it is encouraged to only visualize data in 2-dimensions. Dis-
playing pipe chart in 3-dimensions may distort visual perception. Hence, pie 
charts are effective in presetting estimated contributions of parts to a whole, but 
the extra work performed by the brain during perception makes them less at-
tractive for visualization tasks.  

Just like in pie chart, a bar chart [36] is a simple to plot and intuitive graphical 
chart. It is mostly used for displaying counts or proportion and comparison of 
discreet classifications in data. Notwithstanding, graphical charts have peculiar 
strengths and limitations which should be known and understood. For instance, 
simplicity does not always translate into effective and unbiased visual data de-
coding. This is so since different datasets can lead to the same bar chart repre-
sentations. Thus, bar charts may not reveal relationships, patterns, or actual dis-
tributions in data (e.g. outliers and clusters) which may mislead human thoughts 
or reasoning. Also, it is ineffective for visual communication of continuous data 
[37]. 

A number of graphical charts (e.g. scatter plot [38], box plot [39], histogram 
[40]) have been found to proof effective (and better than bar charts) for intuitive 
display and perception of continuous data [37]. These charts can show distribu-
tion in data and are mostly used for this purpose. As an example, using the scat-
ter plot enables the security analyst to perceive data sample size, outliers, and 
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community clusters at a glance which could possibly be hidden when displayed 
as bar charts. A better visualization approach is to use a scatterplot matrix which 
can be used to show every pairwise combination of data features as bivariate 
scatter plots arranged in a matrix form, consequently visualizing all possible 
2-dimensional correlations in the data. 

A graphical method typically affected by optical illusion is the heatmap [41]. It 
is mostly used to visualize patterns in massive dataset at a glance. A classical 
heatmap maps shades of different colors as data representations typically in 
2-dimensions using brightness or hue level to differentiate between magnitudes 
in data values. Larger and smaller magnitudes are color-coded as darker and 
lighter shades respectively [41]. A limitation of this visual approach (like every 
other) concerns the possibility of creating unintended color artifacts (such as il-
lusions or gradients) which may obscure actual patterns or introduce bias in how 
information is visually perceived. As the numbers of columns and rows of the 
heatmap increases or as the size of the cell reduces, this unwanted effect can in-
crease, making it unrealistic to visualize large amount of data as a large heatmap. 
To limit this effect, it is scientifically encouraged to use grayscale palette or 
blackbody color palette to illustrate heatmap (and of course other graphical me-
thods) as opposed to rainbow color palette. In addition, displaying extra withe 
border around the squared cells can limit the perceivable unintended effect. 
Other commonly used graphical methods (in literature and practice) are World 
map and Parallel plot.  

3. Related Survey Studies 

Due to the potency of Honeypot systems in deceptively engaging attack actors 
and trapping and logging their information, (such as network and system activi-
ties, and submitted and downloaded malicious software artifacts) for further 
analysis work, the Honeypot technology has received great attention from the 
research community (and practitioners alike) and numerous empirical stu-
dies focusing on detection of network intrusive attacks through visual analysis of 
captured Honeypot traffic data have been conducted [8] [9]. Consequently, there 
have been articles [20] [42] [43] presenting overviews on the typical Honeypot 
traffic data analysis metrics and methods. 

We consider the work of Nawrocki et al. [20] as the only, current, and by far 
the most detailed survey work focusing on Honeypot data analysis methods in 
Honeypot research. The authors presented a broad overview of Honeypot soft-
ware, active software deployment platforms, and Honeypot data analysis metrics 
and approaches. They identified and described over 60 Honeypot data features 
which could be used to characterize intrusive attacks, all categorized according 
to a set of predefined problem statements and/or analysis questions. Notwith-
standing, the authors did not consider, in-depth, visualization techniques and 
tools used during analysis of the security logs generated from Honeypot sensors. 

Furthermore, we identified related survey papers published in other research 
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fields, such as in visualization [2] [11] [44] [45] [46], network anomaly detection 
[12] [47] [48] [49], and data preprocessing and dimensionality reduction [13] 
[14] [25] [50]. However, these papers and their likes generally present a broad 
overview of visualization and data analysis topics such as tools, methods, tech-
niques, pipelines, frameworks, and applications, and are therefore not specific to 
Honeypot data analysis and visualization.  

For example, Moreland [11] presented a review of features of visualization 
pipelines from the view of visualization pipeline designs. The authors defined a 
simple pipeline design as a connected data flow model having three executable 
modules: 1) sources, which generates and/or reads data from inputs to outputs, 
such as file readers and synthetic data generators; 2) filters, which selects data 
and transforms data between different forms and/or formats, such as machine 
and deep learning dimensionality reduction methods [13] [49]; and 3) sinks, 
which operates on and/or writes data from inputs to outputs, such as file writers 
and image renderers. Each executable module was conceptualized as possibly 
having one or more data inputs and outputs connected in many-to-many rela-
tions.  

Similarly, Ltifi et al. [2] presented a review visualization pipelines, models, and 
methods in literature. The authors reviewed various information visualization, 
visual analytics, and knowledge extraction data pipeline abstraction models such 
as: the generic visualization reference model of Card et al. [1]; the data state ref-
erence model of Chi [26]; the temporal and structural visualization models of 
Daassi Chaouki and Nigay [51]; the software design reference models of Heer et 
al. [52]; the visualization design and validation nested model of Munzner [53]; 
the semantic interaction model of Endert et al. [54]; the visual analytics model of 
Keim et al. [28]; and the visual analytics and knowledge generation model of 
Sacha et al. [30]. The authors also proposed a comprehensive visualization, visu-
al analytics, and knowledge generation pipeline a previous study [29]. 

Zhang et al. [47] presented a review of common network data types and fea-
tures, typical visual analysis tasks and applications, and classification of existing 
works on network anomaly visualization. In line with the suggestions of Fer-
nandes et al. [12], Zhang et al. [47] suggested that visualization tools are used in 
networks for forensic log analysis, real-time network stream analysis for anoma-
ly or attack detection. Additionally, the authors agreed that network data are of sev-
eral types such as network alerts, anomalous traffic, attack patterns, etc. [49] and 
have properties such as temporal, tabular, topological, spatial, high-dimensional, 
tree, etc. [12] [46] and can be classified into three applied visualization tasks 
namely, detection and identification, correlation and classification, and aware-
ness and assessment. Network alerts are typically generated to the security ana-
lyst in the form of messages in response to detected network attack patterns 
and/or anomalous traffic [55]. Authors further suggested several sources gener-
ated network traffic data for analysis such as alerts generated from security 
events, direct traffic packets or network flows derived as metadata of actual net-
work traffic data [12]. 
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Fernandez et al. [44], in line with Zhang et al. [47], acknowledged that visua-
lization generally helps to transform data into simple and compressive percep-
tual components. The authors agreed that visualization proves useful in reveal-
ing patterns inherent in large amount of data [12] and presented a review of 
common interactive visualization techniques necessary for improving visual anal-
ysis tasks and cognition for the analyst. The authors suggested steps for trans-
forming raw data into visual objects such as: mapping to a geometric shape, lay-
ing out of visual objects, conveying all data attributes visually, addition of inter-
active options, and rendering considerations of visual objects on view [2] [11]. 
Authors further suggested representative perceptual visualizations techniques as 
use of: different shapes, to information about convey different objects, different 
object sizes to indicate level of importance or value in relation to others, differ-
ent colors in leu of different shapes, different depths to illustrate rising or re-
ducing rate, addition of textures, using different opacities, and the use of appro-
priate labelling of visual objects [46]. Authors also highlighted different sets of 
2D and 3D interactive techniques such as filtering zooming, glossing, panning, 
rotation, scaling and lightening [2]. 

Yan et al. [48] investigated machine learning and deep learning-based me-
thods of visual anomaly detection particularly in image data. The authors sug-
gested image anomaly detection, like raw network traffic data, has promising 
applications, for example in medical image analysis for detection of lesions, and 
in intelligent manufacturing, for detection of defects. Authors identified and 
classified unsupervised visual anomaly detection methods based on two themes: 
granularity (image and pixel level) and history (pre and post deep learning). 
Image level detection methods such as Gaussian mixture model [56] and one-class 
support vector machines [50], and the image reconstruction autoencoders [57], 
investigates if an image is anomalous, while the pixel level methods such as 
the deep convolution and generative autoencoders [58] [59], sparse coding 
[60], Kmeans clustering [61], Gaussian mixed model, and other machine 
learning ensemble models [62] [63], focuses on detections of anomalous im-
age regions. 

Similar to the work of Zhang et al. [47], Fernandez et al. [44], and Yan et al. 
[48], Soo-Yeon et al. [49], presented a review of common visualization tech-
niques for pattern discovery particularly during network traffic data analysis. 
The authors suggested that in network traffic data analysis, the effectiveness of 
perceptual visual methods have not been fully explored and that several visuali-
zation methods have been proposed and developed to aid effective detection of 
unknown intrusive attacks. The authors suggested four major categories of ap-
proaches to effective network traffic visualization as found in literature are: 1) 
data filtration and transformation, in which the right amount of data is first se-
lected and then transformed from a high dimension to a low dimension for easy 
visualization [13]; 2) graph based data representation, in which data properties is 
captured using a complex graph structure visualized as nodes and edges [64]; 3) 
pixel-based, in which the entire view of the network data is visualize using vari-
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ous colors [65] [66]; 4) multiple view based, in which multiple coordinated views 
are used together for better understand and insights into network traffic data [5]. 
Examples of common visualization techniques identified by authors are pie 
charts, line graph, bar graph, scatter plot, radial and glyph visualization, heat 
map, parallel coordinate, link view and node-link diagram [46]. The node-link 
diagrams are graph based data representation methods that are commonly used 
to reveal connectivity and communication behaviors between source and target 
systems in a network.  

Additionally, several data filtration and transformation methods were identi-
fied by Soo-Yeon et al. [49], such as intent selection, feature selection, sample 
selection, data aggregation, linear discriminant analysis (LDA), principal com-
ponent analysis (PCA), singular value decomposition (SVD), Multi-Dimensional 
Scaling (MDS), and Self-Organizing Maps (SOM). Similarly, Sorzano et al. [13] 
presented a review and categorization of various high dimensional data reduc-
tion techniques commonly used for easy and effective data visualization such as: 
wavelet and empirical decompositions methods, vector quantization methods 
(e.g. Kmeans), PCA and variants (e.g. incremental, stream, online, nonlinear, 
sparse, rotational, robust, and kernel), Manifolds and variations, SOM and va-
riants, Factor analysis, dictionary based methods, and methods based on projec-
tions such as MDS and Locally linear embedding (LLE). The authors acknowl-
edge that while the most used techniques are the component analysis-based me-
thods such as the PCA and the projection and dictionary-based dimensionality 
reduction methods are becoming prominent.  

4. Methodology 

This study follows the PRISMA (Preferred Reporting Items of Systematic Re-
views and Meta-Analysis) version 2020 methodology [15] [67] for selection and 
evaluation of original research papers studying networks threats and attacks 
captured in Honeypot traffic data. The methodology can be used for synthesiz-
ing existing scientific literature and uncover findings from results. It basically 
involves two phases: planning—where necessary research preparations are made 
and study focus are defined; and execution—where papers in literature are 
searched, identified, screened, reviewed, and reporting. The PRISMA systematic 
approach is beneficial as it guarantees consistency in preparation and execution 
of all types of systematic reviews and meta-analysis studies therefore enabling 
research reproducibility. In addition, it ensures that the overall study outcome is 
free of bias.  

4.1. Eligibility Criteria 

Empirical studies published in English language by reputable research-oriented 
publishers, and focusing on Honeypot traffic data analysis and visualization, 
from inception to year 2021 were considered. Identified papers pulled from 
search results which were not relevant to our study were excluded, for example, 
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surveys and/or review papers, and other empirical studies which either were not 
related to Honeypot in any way or did not include graphical figures such as 
plots, maps, or charts showing data/information supporting key findings relating 
to discovery of intrusive attack patterns. 

To be selected, empirical studies needed to visually analyze Honeypot data 
and present analysis results and findings as graphical charts, maps, and/or plots 
in figures. Analysis data must be directly related to Honeypot, firewall, and other 
network intrusion detection technologies. To be included in this study, selected 
papers needed to be highly relevant and as such should be published by a reput-
able research-oriented organization in a high impact peer-reviewed conference 
proceeding or journal. We reason that articles satisfying these guidelines are of 
high relevance to the research community and were authored by researchers 
with considerable cybersecurity expertise. Thus, we would be able to evaluate 
and model the common visualization practices of the typical knowledgeable se-
curity analysist, thereby limiting bias in the overall outcome of the study.  

4.2. Information Sources and Search Strategy 

To identify original research with focus on visual analysis of Honeypot traffic 
data, an initial Google Scholar search was conducted on the 10th of January, 
2022 using an automated python script [68] executed with default parameters 
through the Google Collaboratory web interface. The automated python script 
was configured to rank publications by number of citations (per year) with the 
aim of revealing the most relevant empirical papers in the field. As shown in Ta-
ble 1, the authors combined the following keywords as a search string in sepa-
rate searches: 
 “Honeypot” and “analysis”—as a search string 
 “Honeypot” and “visualization”—as a search string 

We saved the search results as a single CSV file and uploaded to Google Docs 
as a spreadsheet search database for further processing. Records of articles in the 
search database were found to have been indexed (by the Google Scholar search 
engine) from several online bibliographic databases. Most notable and of interest 
are: SpringerLink [69], ScienceDirect [70], IEEE Xplore [71], and ACM Digital 
Library [72]. 
 

Table 1. Characteristics of the paper search process: This table displays the search engine used, the search tool/interface, the date 
of coverage for each search, the search strings used, and the number of returned articles by database. Two Google Scholar searches 
were conducted on the 10th of January, 2022 using an automated python script [68] executed with default parameters through the 
Google Collaboratory web interface. 

Search Engine Search Interface Coverage Search String Sources # of Records 

Google Scholar 

Google Colab with 
automated python 
script for citation 

ranking 

2003-2021 

1st search string: 
Honeypot AND analysis 

2nd search string: 
Honeypot AND visualization 

SpringerLink [69] 
ScienceDirect [70] 
IEEE Xplore [71] 

ACMDigitalLibrary [72] 
Others 

25 
2 
68 
9 

114 
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Table 1 shows the attributes that characterizes the search operation such as: 
search engine type, search tool/interface type, date of coverage, search keyword 
and string, and source name. 

4.3. Selection of Sources 

This study follows a three-step process (data cleaning, first screening, second 
screening, and article rating) for selection of sources based in the aforemen-
tioned inclusion and exclusion requirements.  

4.3.1. Data Cleaning 
The search database was first preprocessed as follows:  
 Records were sorted by paper title and author;  
 Records with no author(s) and/or title were identified and removed;  
 Direct web URL to articles were retrieved (i.e. for records without links); and 
 The articles were again sorted and grouped by bibliographic database. 

Articles from SpringerLink [69], ScienceDirect [70], IEEE Xplore [71], and 
ACM Digital Library [72] were selected for screening in an attempt to include 
only qualitative empirical papers.  

4.3.2. First Screening 
In this step, the title and abstract of each article were independently studied and 
the contents were traversed quickly in search of any form of graphical figures. 
Papers with the following characteristics were excluded:  
 Duplicates records were removed; 
 Papers not presented in English language;  
 Papers not presenting original research (e.g. review, survey, etc.);  
 Papers not related to Honeypot; 
 Papers not focusing on analysis of Honeypot traffic data; and 
 Papers not presenting graphical figures.  

4.3.3. Second Screening 
After the first screening, the full literature content of each article retained were 
independently reviewed and analyzed. The authors discussed the results of the 
screening process and agreed on the most relevant articles to be selected. In this 
step, papers not relevant to our study were further excluded, in particular:  
 Papers not directly related to Honeypot; and  
 Papers not specifically presenting analysis results visually using graphical charts, 

plots, maps, diagrams (e.g. bar, pie, scatter plots) etc. were further identified 
and excluded.  

Only papers presenting graphical figures highlighting important discoveries 
(such as attack frequency, temporal trends, and spatial and topological patterns) 
in Honeypot data analysis were selected. Graphical figures are important in 
showing the visual data that support key findings/discoveries as outcomes of da-
ta analysis tasks. Hence, graphical figures presented in papers can serve as an 
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evaluation metric for determining the level of knowledge and expertise in data 
visualization.  

Selected papers after the second screening were regarded as eligible and in-
cluded in this study for further review and analysis. 

4.4. Data Collection Process 

In order to categorize, synthesize, and analyze each paper included in the study, 
we collected data items characterizing the paper (Table 2) and the study.  

4.4.1. Data on the Paper 
 Author—name(s) of the authors and reference to as stated in our search da-

tabase. 
 Citation—this is the number of citations as stated in our search database. 
 Year—this is the year of publication as stated in our search database. 
 Type—this is the of publication type as stated in our search database (e.g. 

journals, conferences, book series). 

4.4.2. Data on the Study 
We studied the included Honeypot data analysis papers independently to iden-
tify typical visualization techniques used in the display and discovery of intrusive 
attack patterns inherent in collected Honeypot attack data.  
 Graphical visualization methods—selected charts, plots, maps, etc. 

Additionally, we extracted the following data items from the graphical figures 
in order to evaluate and model visualization practices of a presumed skilled cy-
bersecurity researcher. We aim to understand how the following factors influ-
ence what visualization methods are selected. 
 Security metric combinations—data features selected for analysis. 
 Analysis method—the analysis depth/breath e.g. basic or extended. 

4.5. Synthesis of Results 

We tabulated extracted data items characterizing the included paper for quick 
reference and statistical analysis. We also tabulated and charted the extracted 
data items characterizing our study, and finally synthesized and discussed our 
findings. 

5. Results and Discussion 

In this section, we present our results, analysis, findings on the characteristics of 
the included papers and the characteristics of the extracted graphical figures.  

5.1. Paper Characteristics 
5.1.1. Results 
The PRISMA flow diagram of the source selection process is shown in Figure 4. 
It summarizes how the most relevant Honeypot related papers were identified, 
screened, and selected from our search database. 
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Table 2. Paper characteristics: This table shows the Honeypot emperical papers included in this work and their physical features. 
The number of citations per year, helps to show the relevance of paper irrespective of the publication year. It also shows the ob-
served graphical methods generally used in Honeypot data analysis for visualization and presentation of attack partterns. 

Paper 
# of  

Citations 
# of  

Citations per Yr. 
Year Type Publisher 

Graphical 
Method 

Chuvakin [73] 25 1 2003 Journal Elsevier Bar 

Baykara [74] 39 10 2018 Journal Elsevier Bar, Pie 

Vasilomanolakis [75] 59 8 2015 Conference ACM Line 

Kobayashi [76] 1 0 2019 Conference ACM Bar, Hilbert-curve 

Belqruch [77] 9 3 2019 Conference ACM Pie, Bar 

Song [78] 251 23 2011 Conference ACM Line, Area, Pie 

Singh [79] 24 2 2011 Conference IEEE Pie 

More [80] 7 1 2013 Conference IEEE Line 

Almotairi [81] 43 3 2009 Conference IEEE Line, Scatter 

Koniaris [82] 42 5 2013 Conference IEEE Bar, Line, World map 

Almotairi [83] 38 3 2008 Conference IEEE Scatter 

Chen [84] 30 0 2005 Conference IEEE Pie, Bar, Line 

Kyriakou [85] 10 2 2018 Conference IEEE Line, Bar 

Fraunholz [86] 15 3 2017 Conference IEEE Line, Bar 

Yeh [87] 18 1 2008 Conference IEEE Pie 

Fraunholz [88] 12 2 2017 Conference IEEE Pie, Line, Bar, Histogram 

Visoottiviseth [22] 17 2 2011 Conference IEEE World map 

Pomsathit [89] 13 1 2012 Conference IEEE Line 

Lihet [90] 4 1 2018 Conference IEEE Bar 

Koniaris [91] 22 3 2014 Conference IEEE Bar, Pie, Line, World map 

Wang [92] 5 2 2020 Conference IEEE Pie, Bar, Line 

Sethia [93] 10 3 2019 Conference IEEE Bar 

Krasser [5] 143 8 2005 Conference IEEE Parallel plot, Scatter plot 

Sokol [4] 6 1 2015 Conference IEEE Heat map 

Shyla [94] 0 0 2021 Conference IEEE Area chart, World map 

Dowling [95] 12 2 2017 Conference IEEE Line chart, World map 

Lakh [96] 0 0 2019 Conference IEEE Pie chart, Bar chart 

Djap [8] 0 0 2021 Conference IEEE Donut chart 

Moore [97] 13 2 2015 Conference Springer World map, Bar chart 

Sánchez [98] 1 0 2015 Conference Springer 
Scatter plot, 

Dendrogram chart 

Cao [99] 12 2 2017 Conference Springer World map 
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Continued 

Kemppainen [21] 5 0 2018 Book Springer Bar, Pie, Line, World map 

Abbas [100] 4 0 2007 Conference Springer Bar chart 

Nicomette [101] 55 5 2011 Journal Springer Line chart, Scatter plot 

Agrawal [102] 12 2 2017 Journal Springer Line chart 

Alonso [3] 9 1 2010 Conference Springer Scatter plot 

Zurutuza [103] 11 1 2011 Conference Springer Scatter, Point chart 

 

 

Figure 4. The PRISMA flow diagram showing the process of systematic literature review 
in this research. Papers were identified through Google Scholar searches, filtered only from 
major bibliographic sources, screened for eligibility, and finally selected and included in 
this study. 
 

A total of 218 survey papers were initially retrieved: 25 from SpringerLink 
[69]; 2 from ScienceDirect [70]; 68 from IEEE Xplore [71]; 9 from the ACM 
Digital Library [72]; and 114 from remaining sources. Before the screening 
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phase, 25 records without authors and/or titles, and 89 records not belonging to 
the aforementioned bibliographic databases were removed, remaining 104 
records. After the title and abstract screening 45 articles were excluded: 5 dupli-
cates, 2 were survey papers, and 38 were either not original research, directly re-
lated to Honeypot technology, or presented Honeypot analysis results using only 
tables. Thus, we retained 59 papers for further investigation. After the full-text 
screening, we further excluded 22 papers which were not relevant to this study: 1 
paper was not presented in English language and the others were either not re-
lated to graphical visual analysis of Honeypot traffic data. Thus, we selected 37 
qualitative Honeypot empirical papers, which were included in this study. 

5.1.2. Analysis 
Analysis of the publication source reveals that about 17% of the total identified 
papers were selected as related and relevant for this study. Figure 5 shows the 
contributions of the major online bibliographic sources selected for initial 
screening. The dark gray right bars show the number of excluded papers while 
the left light gray bars show the number of included papers. It can be observed 
that the highest number of selected (46) and included (22) papers respectively 
are from IEEE Xplore [71]. In addition, most of the papers selected from both 
ACM Digital Library [72] and ScienceDirect [70], and about half of the papers 
selected from SpringerLink [69] were included in the study. Furthermore (as 
shown in Table 2), more than half of the included papers were published by 
IEEE in conference proceedings between 2005 and 2021, and only four (4) pa-
pers were published in journals between year 2003 and 2018.  

5.2. Figure Characteristics 
5.2.1. Common Methods 
Graphical visual methods such as charts, plots, diagrams, and maps are typically 
used for compressing and encoding volumes of textual tabular data for effective 
information display, visualization, pattern discovery, and information commu-
nication. 
 

 

Figure 5. The contributions of major online bibliographic sources selected for initial 
screening. The dark gray left bars show the number of excluded papers while the right 
light gray bars show the number of included papers. It can be observed that the highest 
number of selected (46) and included (22) papers respectively are from IEEE Xplore. Al-
so, for effective visual perception, the legends which give useful information about ex-
cluded and included papers were brought closer to the bars which were also color-coded 
using shades of grey and were apropriately labelled. 
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Based on the number of included papers observed presenting relevant graphi-
cal figures (Table 3), the following visualization methods (and related variants) 
have been identified as the commonly used charts: Bar chart (46%), Line chart 
(49%), Pie chart (32%), World map (22%), and Scatter plot (19%). Of these, Bar 
charts was observed to be the most used (37 figures) followed by Line chart (22 
figures) and Pie charts (21 figures). Other graphical methods, such as Heatmap, 
Parallel plot, Dendrogram, Histogram, and Hilbert-curve have been sparingly 
observed in the included papers.  

In essence, about the same types of visualization techniques have been found 
in literature since year 2003 for visualization of Honeypot data and communica-
tion of analysis results. Therefore, it is only logical to infer that similar class of 
patterns have consistently been unearthed from Honeypot security data and re-
vealed both to the analyst and the readers. We suggest to security analysis that it 
is high time this visualization practice change. We belief that graphical charts are 
like different 2-dimensional X-ray lenses only having the capability to reveal and 
communicate only a part of the full story inherent in the original data. Business 
data are typically multivariate and live in high dimensional space thus requiring 
different views (i.e. multiple views) from different lenses (i.e. different chart 
types) for comprehensive analysis and storytelling. 
 
Table 3. Distribution of graphical methods as identified from figures in the 37 included 
Honeypot papers. As shown, Bar chart (17 papers), Line chart (18 papers) and its varia-
tions, Pie chart (12 papers) and its variations, World map (8 papers), and Scatter plot (7 
papers) have been identified as the commonly used graphical methods in visualization of 
Honeypot traffic data. Of these, Bar chart is observed to be the most used. The first three 
chart types are typically used for basic statistical analysis, while the others for discoveries 
of the depth and breadth of intrusive attacks. 

Graphical Method # (%) of Papers # of Figures 

(a) Basic visual methods 

Bar chart 17 (46%) 37 

Line/Point/Area chart 18 (49%) 22 

Pie/Donut chart 12 (32%) 21 

(b) Extended visual methods 

Histogram 1 (3%) 2 

World map 8 (22%) 9 

Heatmap 1 (3%) 2 

Scatter plot 7 (19%) 7 

Parallel plot 1 (3%) 1 

Dendrogram 1 (3%) 1 

Hilbert-curve 1 (3%) 1 
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5.2.2. Analysis Approach 
We observed that Bar charts, Line charts, Pie charts, and other related variants 
such as Area chart, Point charts, and Donut charts are visualization techniques 
typically used in basic statistical analysis of Honeypot traffic data as shown in 
Table 3. 

As previously discussed, Line charts (and variants) are typically used in inves-
tigating attack trends and interesting temporal patterns [86] [91] [94]; while the 
Bar and Pie charts are typically used for investigating attack frequencies or pro-
portions in relation to some categorical Honeypot security data features [8] [21] 
[87] [88]. The other methods are typically used for extensive data analysis such 
as in attack community detection [83] [98] and geospatial attack correlation [97] 
[99].  

Furthermore (as shown in Figure 6), relevant graphical figures presenting the 
basic visualization techniques were identified in a total of 30 papers out of the 37 
included papers while the extended methods were observed in only 18 papers. 
Therefore, the basic visual methods (about 81%) were observed in the included 
papers more than the extended visual methods (about 49%). We attribute this to 
general understanding that that the basic visualization techniques are familiar, 
simple to construct, and are easily understood by the analyst. This observation 
thus supports our argument, that basic analysis of Honeypot traffic data is the 
most conducted and the extended visual methods such as one which reveal at-
tack connection distribution (e.g. histogram), community and/or correlation 
patterns (e.g. scatter plots) are seldomly used.  
 

 

Figure 6. The number of papers with Identified basic or extended visualization methods. 
Relevant graphical figures presenting the basic visualiza-tion techniques were identified 
in a total of 30 papers out of the 37 included papers while the extended visualization me-
thods were ob-served in only 18 papers. This further shows that basic visual methods are 
most used and basic Honeypot data analysis are most con-ducted. Also, for effective visu-
al perception and presentation, the bars were color-coded using shades of grey and were 
appropriately labelled which give useful information about basic and extended analysis 
methods at a glance. 
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Also, for effective visual perception and presentations, the bars shown in Fig-
ure 6 were intentionally color-coded using shades of grey and were appropriate-
ly labelled which give useful information about basic and extended analysis me-
thods at a glance. 

5.2.3. Visualization Tasks 
With further analysis of the visualization tasks carried out during visual analysis 
of the Honeypot traffic data in the included papers, we identified analysis ques-
tions relating to the attacker/attack source (human or malware), target (Honey-
pot), and network traffic connections leading to the selection of security metrics 
and associated graphical methods as shown in Table 4. As expected, attack fre-
quency/volume (i.e. the count or proportion the attackers’ incoming connec-
tions) are commonly displayed using Line and/or Bar charts with respect to 
Time Unit (e.g. Hour, Day, Week, and Month) [77] [82] [86] [94]. Also, Pie 
chart, Bar chart, and World map are the graphical display methods typically 
used during investigation of the target and/or attacker/attack source (e.g. desti-
nation port, source internet protocol, country, malware/shellcode type, operat-
ing system, username/password etc.) [78] [96] [97] [99].  

We also observed that Heatmap was used solely for temporal analysis using 
different time units for revealing temporal patterns (e.g. nocturnal and diurnal) 
in Honeypot data [4]. In detecting attack patterns, researchers typically clean, 
scale, and transform Honeypot data from high-dimension to low-dimension 
(e.g. 2D or 3D) to enable easy visualization. In such a case, low-dimension fea-
tures of the transformed Honeypot data are typically charted using scatter plot 
(or variations) as the graphical visualization method [5] [81] [83] [103]. As pre-
viously discussed, the scatter plot can be used to show distribution in data and as 
such have been observed to be the most used graphical display for revealing at-
tack cluster and anomaly in Honeypot data.  

5.2.4. Visualization Trend 
As previously stated, the visualization trend or practice favors frequent and in-
frequent use of basic and extended visualization methods respectively and the 
graphical methods type are somewhat evenly distributed over the study period as 
shown in Table 3. Notwithstanding, we observed that researchers are beginning 
to use uncommon and advanced visualization methods such as Histogram (in 
2017) and Hilbert-curve (in 2019) for Honeypot data analysis. Other researchers 
[5] [75] [104] [105] [106] even created customized visualization techniques for 
out-of-the-box pattern discovery and perceptual experience. This, is a positive 
development in our opinion as scientific researchers have already been encour-
aged [32] [37] to move on from basic visualization techniques to better and so-
phisticated techniques which have been tested and proven to be more effective in 
decoding encoded data, and revealing patterns.  

5.3. Summary and Recommendations 

There are numerous information visualization methods which can be used for  
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Table 4. Common Honeypot visualization tasks: This table shows the commonly investigated attack metrics, features, and/or 
analysis questions and their associated graphical visualization methods used during Honeypot attack data analysis for attack pat-
tern discovery and reporting. 

Metric 
Graphical 
Method 

Ref. 

Distribution of Attacker Source IP Connections per Time Unit 
Number of Attacker Session by Time Unit 
Number of Attacker Shellcode Sessions by Time Unit 
Number of Attacker Source IP (Connections) per Ports Sequence (per Sensor) per Time Unit 
Number of Attacker Source IP Connections per Distinct Attacker Source IP 
Number of Attacker Source IP Connections per Distinct Protocol 
Number of Attacker Source IP Connections per Time Unit 
Number of Attacker Source IP over Time Unit 
Number of Attacker SSH Sessions by Time Unit 
Number of Malware Attack Connections per Exposed Destination Port 
Number of Packets per Time Unit 
Number of Packets per Time Unit per IDS Type 
Number of Unique Attacker Source IP per Time Unit 
Number of Unique Exposed Honeypot Ports per Time Unit 
Proportion of Attacker Source IP across Targeted Honeypot Sensors 

Line 

[21] 
[75] 
[78] 
[80] 
[82] 
[84] 
[85] 
[86] 
[88] 
[89] 
[91] 
[92] 
[94] 
[95] 
[101] 
[102] 

Distribution of Antivirus Alerts by Antivirus type 
Distribution of Attacker Open Session by Country 
Distribution of Attacker Source IP Connections by Country 
Distribution of Attacker Source IP Connections by Distinct Attacker Source IP 
Distribution of Attacker Source IP Connections by Distinct Protocol 
Distribution of Attacker Source IP Connections by Exposed Destination Ports 
Distribution of Attacker Source IP Connections per Attack Type 
Distribution of Attacker Source IP Connections per Distinct Protocol 
Distribution of Attacker Source IP Connections per Distinct Username/Password/Combination 
Distribution of Attacker Source Packets by Distinct Attacker Source IP 
Distribution of Attacker Source Packets by Distinct Protocol 
Distribution of Distinct Attacker Source IP by Country 
Distribution of Distinct Attacker Source IP Connections by Country 
Distribution of Distinct Malware by Country 
Distribution of Malware Samples by Architecture 
Distribution of Shellcode Alerts by Shellcode type 

Pie 

[8] 
[21] 
[74] 
[77] 
[78] 
[79] 
[84] 
[87] 
[88] 
[91] 
[92] 
[96] 
[99] 

Number of Attacker Source IP Connections by Exposed Destination Ports 
Distribution of Attacker Source IP Connections per Subnetwork Class 
Number of Attacker Source IP Connections per Connection Status (Failure, Success) 
Number of Attacker Source IP Connections per Time Unit 
Number of Distinct Connection Commands per Time Unit 
Number of Attack Sessions by Exposed Destination Ports 
Number of Attacker Source IP Connections per Country 
Number of Attacker Source IP Connections per Distinct Operating System Name 
Number of Attacker Source IP per Country 
Number of Attacker Source IP Connections per Connection Type (Attack, Intrusion, Total Traffic) 
Number of Attacker Source IP Connections per Distinct Attacker Source IP + Country Code 
Number of Attacker Source IP Connections per Distinct Protocol 
Number of Malware Samples per Distinct Malware Name 
Number of Malware Attack Connections per Exposed Destination Ports 
Number of Attacker Source IP Connections per Distinct Attacker Source IP 
Number of Attacker Source IP Connections per Distinct Username/Password/Combination 
Number of Attacker Source IP Connections per Attack Type 
Number of Attacker Source IP Connections by Distinct Destination IP 

Bar 

[8] 
[21] 
[73] 
[74] 
[76] 
[77] 
[82] 
[84] 
[85] 
[86] 
[88] 
[90] 
[91] 
[92] 
[93] 
[96] 
[97] 
[100] 
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Continued 

Time Unit by Time Unit 
Exposed Destination Ports by Time Unit 

Heatmap [4] 

Subnetworks of Scanning Sources Hilbert-curve [76] 

Number of Passwords by Password Length 
Number of Attacker Unique Source IP by Inefficiency Ratio 

Histogram [88] 

Attacker Source IP by Exposed Destination Port Parallel [5] 

Number of Attacker Source Packets per Distinct Attacker Source IP + Location 
(e.g. Country Code) 
Number of Attacker Source IP Connections per Distinct Attacker Source IP + Location 
(e.g. Country Code) 
Number of Attacker Source IP Connections per Distinct Attacker Protocol + Source IP Location 
(e.g. Country Code) 
Number of Attacker Source IP Connections per Distinct Attacker Source IP + Location 
(e.g. Country Name) 
Destination IP + Location (e.g. Country Code) 

World Map 

[21] 
[22] 
[82] 
[91] 
[94] 
[95] 
[97] 
[99] 

Variance Components 
Attacker Source Packet Size by Time Unit 
English Dictionary Words by French Dictionary Words 

Scatter, 
Dendrogram 

[3] 
[5] 
[81] 
[83] 
[98] 
[101] 
[103] 

 
display of intrusion detection data and discovery of hidden attack patterns. 
Notwithstanding, the security analyst is expected to be adequately skill in data 
visualization and also encouraged to be thoughtful when selecting graphical 
methods and using colors as these may influence visual perception. It has been 
observed that scientific researchers mostly consider data visualization a trivial 
task and as such do not get adequate training or follow data visualization prin-
ciples and best practices during visual analysis tasks. This misconception, have 
been identified as a major cause of ambiguous or misleading information visua-
lization and/or visual communication, limiting intuition and consequently, in-
sights and knowledge gains. 

The results of this study suggest that the basic charts (such as line, bar and 
pie) are still actively used in data visualization of intrusion detection data al-
though visualization research has already suggested a move to charts with higher 
data density, visual effectiveness, and visual expressiveness [32] [37] capable of 
effectively revealing and communicating hidden patterns in data. Data density 
describes the amount of information shown in a visual display as compared to 
the whole display area while visual effectiveness and expressiveness relates to the 
correctness, clarity, adequacy, and relevance of display data. In essence, we sug-
gest that these basic charts have been used enough and it is high time researchers 
develop skill in other visual methods both simple and sophisticated which are 
capable of revealing different underlaying structures in data and also viewing 
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data from a different aspect. 
In general, it is recommended to plan ahead and consider the visualization 

task and the information audience (both the researcher and viewers e.g. novice, 
professional) in advance to determine what and how graphical methods would 
be used. Furthermore, it is encouraged to gain contemporary knowledge and 
skill in graph construction, and be thoughtful when selecting graphical methods 
and applying colors in order to ensure that information is appropriately per-
ceived. The following are essential visualization principles and best practices [32] 
enabling effective and expressive visualization:  
 Show and highlight relevant data (e.g. using different shapes, and colors) in 

the graph as clearly as possible to ensure patterns are observable and the sto-
ry being told is well communicated;  

 Limit unnecessary information (i.e. visual artifacts e.g. 3-D in pie chart, bold 
grid lines, etc.) introduced in graphs that may cause clutter and/or distortion;  

 Ensure the graph is well-constructed with the required information to be able 
to stand alone and as well as complement the text to tell the story;  

 Construct graphs using visual metrics easy for the brain to process and the 
eyes to perceive such as using position, length, size, shape, orientation, and 
color;  

 Annotate important graph sections to give clearer meaning and understand-
ing (e.g. placing explanatory legends at the relevant sections on the graph as 
opposed to outside the graph); 

 Avoid a single busy graph and break it up into smaller simpler charts that 
could be viewed together (e.g. single-line charts, scatter plot matrix); alterna-
tively, construct compact visualization with high data density using visual 
channels which enables high visual effectiveness; 

 Where possible, avoid the use of pie charts (and its variants) when commu-
nicating quantities, bar charts, tree maps or slope charts are often better; 

 Ensure labels are concise, explanatory and well positioned for easy visual 
perception (e.g. rotate bar chart/Y-axis labels to horizontal position where 
possible, start the count axis in bar chart at zero); 

 Use maps with care, make sure to select the required type, and avoid unne-
cessary information and clutter (e.g. shades, color, texture), bar chart is often 
better;  

 Use color with care, consider and accommodate visual defects (e.g. color 
blindness) during graph construction, avoid default fonts and rainbow col-
ors, and use gray color shades or other well-represented color palettes where 
possible; 

 Large data are typically multivariate, reduce data complexity through dimen-
sional reduction (e.g. PCA), visualize all aspects of the data before drawing 
conclusions (e.g. 2D scatter matrix plot); 

 Learn and use uncommon visualization methods for revealing different as-
pects of data; 

 To clearly reveal patterns and communicate information effectively, endea-
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vor to construct tailored (custom) visualizations as opposed to using generic 
visualization methods (e.g. customizing generic methods by adding annota-
tions, and spatial information which can help the brain in easy cognitive rea-
soning); 

 It is noteworthy that contemporary visualization tools and applications have 
sophisticated and highly configurable visualization methods commonly de-
signed for aesthetics and useful in the creation of artworks. However, these 
tools may introduce unnecessary clutter in visualized data thus obfuscating 
patterns and insights. So, care should be taken when using visualization tools.  

6. Conclusions 

Information visualization has proven beneficial in intrusion detection data anal-
ysis and research as an effective data exploration and network monitoring frame-
work. It typically relates to the mitigation of network adversarial attacks and in-
trusions detected in collected intrusion detection traffic data through automated 
data analysis and human visual perception and inspection of encoded graphical 
visual methods such as charts, plots, maps and diagrams. 

In this work, we systematically surveyed Honeypot research papers focusing 
on the analysis of gathered intelligence data in order to identify the graphical 
visualization methods used by security researchers during the analysis of intru-
sion detection data and to evaluate their knowledge and skill in data visualiza-
tion principles and best practices. We focused on Honeypot data analysis to fur-
ther bridge the gap between analysis and visualization subfields in Honeypot re-
search. We extracted useful information from graphical figures presenting im-
portant findings observed during data analysis and presented our findings. 

We observed that basic graphical charts (e.g. line, bar, and pie) are mostly 
used in the basic statistical analysis of Honeypot data while extended visual me-
thods (e.g. scatter plots and world maps) are typically used for deeper analysis. It 
was further observed that a significant number of studies did not follow basic 
visualization principles and best practices in their use of color. This is evident 
from the use of colors from a rainbow color map in the included papers. Al-
though it is easy to construct the aforementioned commonly used graphical vi-
sualization methods, it is generally recommend in visualization research that 
security analysts and researchers go father and beyond these visual techniques to 
enable the discovery of novel patterns inherent in business data. We believe that 
graphical methods are like 2-D X-ray lenses capable of revealing different hidden 
structures and relationships in data. Therefore, getting appropriate skills in data 
visualization and moving beyond well-known visualization methods may prove 
beneficial in the discovery of new patterns in intrusion detection data, useful in 
mitigating adversarial attacks in today’s networks.  
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