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Abstract 
When someone threatens or humiliates another person online by sending 
those unpleasant messages or comments, this is known as Cyberbullying. Re-
cently, Bangla text has been used much more often on social media. People 
communicate with others on social media through messages and comments. 
So bullies use social media as a rich environment to bully others, especially on 
political issues. Fights over Cyberbullying on political and social media posts 
are common today. Most of the time, it does a lot of damage. However, few 
works have been done for monitoring Bangla text on social media & no work 
has been done yet for detecting the bullying Bangla text on political issues due 
to the lack of annotated corpora and morphologic analyzers. In this work, we 
used several machine learning classifiers & a model. That will help to detect 
the Bangla bullying texts on social media. For this work, 11,000 Bangla texts 
have been collected from the comments section of political Facebook posts to 
make a new dataset and labelled the data as either bullied or not. This dataset 
has been used to train the machine learning classifier. The results indicate 
that Random Forest achieves superior accuracy of 91.08%. 
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1. Introduction 

In contemporary times, individuals are dedicating a significant portion of their 
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time to engaging with various social media platforms. Individuals often exhibit 
a propensity for sharing their opinions and expressions on various social media 
platforms, thereby engaging in active communication with other individuals 
within their respective networks. The extensive utilization of social media pre- 
sents numerous advantages and disadvantages. The potential negative impact of 
Cyberbullying is often cited as a prominent disadvantage. The phenomenon 
under investigation is commonly referred to as deliberate anguish experienced 
through electronic media. The rapid dissemination of information to a wide- 
ranging audience, particularly in relation to political matters, is a notable phe-
nomenon. The impact of bullying on social media platforms can be significantly 
more severe compared to other forms of bullying. The utilization of the Un-
icode system, coupled with the widespread adoption of the internet, has led to a 
surge in the usage of Bangla language for political discourse on various social 
media platforms [1]. The phenomenon of bullying in relation to political issues 
has the potential to give rise to significant levels of violence within a given geo-
graphical region. Detecting and preventing political Cyberbullying in social 
media has emerged as a potent solution to address this issue. The current pers-
pective in Bangladesh highlights the need for monitoring bullying posts and 
comments on political issues in Bangla text. However, the lack of sufficient an-
notated corpora, dictionaries, and morphological analyzers presents a challenge 
in this area of research. Further work is required to address this gap and effec-
tively address the demands of the situation. The phenomenon of political Cy-
berbullying has witnessed a significant surge globally, with particular emphasis 
on its prevalence in Bangladesh. Bangla, also known as Bengali, holds the dis-
tinction of being the second most widely used language in the Indian subconti-
nent. Furthermore, it ranks as the seventh most spoken language worldwide. It 
is worth noting that the prevalence of Cyberbullying pertaining to political 
matters through the use of Bangla text is a significant concern. However, the 
exploration of identifying political bullying remains largely uncharted territory 
in the field of research. 

The development of a model for the detection of political Cyberbullying is a 
pressing requirement in current research. According to recent studies, there is 
evidence to suggest that Facebook is frequently utilized as a platform for engag-
ing in a particular form of bullying [1] [2]. According to recent research, it has 
been found that a significant majority, specifically over 93%, of the total Internet 
user population in Bangladesh, which stands at approximately 123.82 million 
individuals, actively engage with social media platforms. Among these platforms, 
Facebook emerges as the most popular choice among Bangladeshi Internet users. 
Facebook has been identified as a valuable platform for data collection and the 
creation of new datasets. Typically, when collecting data from Facebook, it is 
necessary to ensure that the data is in the appropriate format. According to pre-
vious research [2], it has been suggested that the conventional approach to bul-
lying detection may prove ineffective in identifying certain types of data. Recent 
studies have indicated that machine learning algorithms have exhibited superior 
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accuracy compared to the traditional keyword search method, as demonstrated 
by the researcher [3] [4]. However, it is important to note that many machine 
learning methods are designed to be highly specialized for specific topics. The 
performance of content may exhibit variability as a result of linguistic disparities 
between non-English and English materials. In a study conducted by researchers 
[5], it was observed that Support Vector Machines (SVM) exhibited lower accu-
racy when applied to Arabic text. However, SVM demonstrated improved per-
formance when applied to English text. 

Hence, the main goal is to create political Cyberbullying detection and moni-
toring system for Bangla text on social media networks. So, the targets of this 
paper:  

• Since we did not get any existing dataset for our work, we need to build an 
entirely new dataset that is robust, clean, structured, and labelled correctly. 

• Develop a model for analyzing political Bangla text on social media by fusing 
text analytics and machine learning techniques. 

• Compare the machine learning classifier performance, and find the best one 
which provides the best performance for detecting political bullying from Bangla 
text. 

2. Background 

Significant research efforts have been dedicated to text categorization and cy-
berbully detection in English text, while comparatively less attention has been 
given to detecting Bangla text in these domains. However, further analysis is re-
quired to investigate the detection and prevention of bullying in the context of 
Bangla text related to political issues on social media platforms. In a study con-
ducted by Reichart, Dinakar, and Lieberman, a comprehensive analysis was per-
formed to compare different supervised methods for text classification. The re-
searchers aimed to evaluate the effectiveness and performance of these tech-
niques in order to identify the most suitable approach for this task. By examin-
ing various supervised approaches, the study sought to provide valuable insights 
into the strengths and weaknesses of each method, ultimately contributing to the 
advancement of text classification research. In the study conducted by Z. Xue, 
Yin, and Hong [3], supervised learning was employed for text classification.  

The researchers labelled the texts using the Ngrams methodology and applied 
a weighting technique known as TF-IDF. However, it should be noted that the 
dataset in question is relatively small in size. In a study conducted by Kelly Rey-
nolds, the Decision tree (J48) and k-nearest neighbour (KNN) algorithms were 
utilised [6]. In order to compile a comprehensive dataset, researchers gather 
YouTube video comments as a primary source of information. In this study, the 
data was manually labelled to ensure accuracy and reliability. The research em-
ployed a multiclass classification approach, which allowed for the categorization 
of the data into multiple distinct classes. The researchers employed a limited 
number of classifiers, specifically two, in their study. In a previous study the ap-
plication of Support Vector Machines (SVM) for text classification was explored.  

https://doi.org/10.4236/jilsa.2023.154008


Md. T. Ahmed et al. 
 

 

DOI: 10.4236/jilsa.2023.154008 111 Journal of Intelligent Learning Systems and Applications 
 

However, the results indicated that SVM did not exhibit superior performance 
in this context. In their study, Zhijie et al. [7] conducted a comparison between 
NB, KNN, and SVM. The results indicated that SVM outperformed the other 
two methods in terms of performance. The research conducted focuses on the 
analysis of English text, with a particular emphasis on the limited size of the da-
taset used. 

The performance and accuracy of the algorithm may exhibit variability as a 
result of the linguistic disparities between English and non-English content. In 
the context of Indian text analysis, it has been observed that the Naive Bayes 
(NB) algorithm yields superior results. Additionally, a combination of Ontolo-
gy-based classification and NB has been found to produce even better outcomes 
specifically for Panjabi text. In a study conducted by researchers, it was found 
that Support Vector Machines (SVM) outperformed Naive Bayes (NB) in the 
context of Urdu text analysis [8]. According to previous research [9], it has been 
found that the utilisation of the Artificial Neural Network (ANN) model-based 
approach for Tamil text yields improved performance. In a previous study con-
ducted on Indian text classification, researchers successfully employed the NB 
classifier. However, the specific quantity of data utilised in their experiment was 
not explicitly mentioned. In a study conducted by B Nandhini et al. [10], a Naïve 
Bayes machine learning approach was proposed. The researchers reported a 
notable accuracy rate of 91% in their findings.  

The dataset utilised in the study was obtained from MySpace.com. Subse-
quently, an additional model was proposed, namely the integration of NB (Naive 
Bayes) and FuzGen (Fuzzy Genetic Algorithm), yielding a commendable accu-
racy of 87%. The researchers utilise an established dataset rather than generating 
a novel one. In their study, Shane Murnion et al. [11], gathered data from the 
chat logs of War of Tanks games and conducted manual classification of the col-
lected data. Subsequently, a comparison between the obtained outcome and the 
Naïve classification shall be conducted. The obtained outcome, unfortunately, 
exhibits a significant lack of quality. In a study conducted by Walisa Romsaiyud 
et al. [12], the authors introduced the Naive Bayes (NB) algorithm as a solution 
to achieve a high accuracy rate of 95.79% for a dataset sourced from Slashdot, 
Kongregate, and MySpace.  

However, a limitation of their approach is that the cluster processes do not 
operate concurrently, posing a challenge in terms of efficiency and paralleliza-
tion. In their study, Noviantho et al. [13] obtained a dataset from Kaggle and 
employed Support Vector Machines (SVM) and Naive Bayes (NB) algorithms 
for their analysis. The obtained accuracy for Support Vector Machines (SVM) 
was 97.11%, while Naive Bayes (NB) achieved an accuracy of 92.81%. However, 
it is important to note that the user did not provide information regarding the 
size of the dataset used for training or testing. Consequently, the reliability of 
these results may be compromised due to the lack of specificity regarding the 
dataset proportions. In their study, Maroun Chamoun et al. [14], introduced a 
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novel model for the detection and identification of cyberbullying specifically in 
Arabic text. In the conducted study, the researchers employed the Naïve Bayes 
algorithm, which yielded a precision rate of 90.85%. Subsequently, they utilised 
the Support Vector Machine (SVM) algorithm, resulting in a precision rate of 
94.1%. However, it is worth noting that the SVM algorithm exhibited a relatively 
high proportion of false positives. The research team achieved impressive results 
in terms of accuracy, with a score of 96%. However, it is important to note that 
their dataset suffered from an imbalance issue.  

This imbalance had a significant impact on their precision score, which was 
56%. Additionally, the misleading findings resulting from the dataset’s imbalance 
further underscore the importance of addressing this issue in future research. 
The researchers utilised the WEKA machine learning software in conjunction 
with a dataset acquired from the popular social networking platform, Myspace. 
In a study conducted by Xiang Zhang et al. [15], a novel approach was proposed 
to tackle the challenges of limited data availability, class imbalance, and the 
presence of noise and bullying in the dataset. The researchers introduced a pro-
nunciation-based convolutional neural network (PCNN) as a potential solution 
to these issues. In a recent study, it was found that Twitter, a popular social me-
dia platform, sent a total of 13,313 messages. Additionally, another social media 
platform called Formspring.me was observed to have sent out 13,000 messages. 
These findings highlight the significant volume of messages being exchanged on 
these platforms, indicating the widespread usage and engagement of users. The 
calculation of accuracy was impeded by the uneven nature of the Twitter dataset. 

Franciska De Jong et al. [16] [17] [18] [19] used a Support Vector Machine 
classifier in their first and second papers. The main distinction between the two 
publications is that the second research incorporated gender information in ca-
tegorization, resulting in results of 43% precision, 16% recall, and no mention of 
accuracy. Furthermore, they collected 4626 comments from 3858 users for their 
second article. Those comments are labelled bullying and non-bullying manual-
ly. They used the SVM classifier, and their findings ranged up to 78% accuracy 
and 55% recall. They can use more classifiers. Md. Tofael Ahmed, Maqsudur 
Rahman et al. [20] used three datasets, and SVM provided the best performance 
(76% accuracy) for the first dataset and Multinomial Naive Bayes outperformed 
for the second (84%) and third (80%) datasets. The size of the first dataset is 
small. Md. Tofael Ahmed, Maqsudur Rahman et al. [21] proposed a model to 
detect bullying in Bangle and Romanized Bangla text. They use three datasets 
one for Bangla, another is Romanized Bangla, and the last combines the previous 
two datasets. They collected the data from the Youtube comments and prepro-
cessed the data using machine learning and deep learning algorithms. CNN per-
forms best for Bangla text and MNB for the other two. Their first dataset could 
be better. Md. Tofael Ahmed, Maqsudur Rahman et al. [22] introduced the 
PMI-SO model to detect cyberbullying in Bangla text. They use two datasets. 
The first contains 5000 Bangla texts collected from Social Media, and the last is 
the PMI dataset, containing 10,277 Bangla texts. XGBoost provides the best ac-
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curacy to them (93%), whereas SVM delivers 85%, the lowest accuracy. Pushpita 
Shil, Umma Saima et al. [23] proposed a model for detecting spam from Bangla 
text. For this, they collect 2759 Facebook comments. Use KNN, SVC, and Gra-
dient Boosting & MNB for classification. 

However, their dataset contains a small amount of data. It could have been 
bigger. Arnisha Akther et al. [24] proposed a robust hybrid ML model for de-
tecting cyberbullying in the Bengali language on social media. They use 44,001 
available Bangla texts for their dataset and get 98.57% and 98.82% in binary and 
multilevel classification, respectively. Priya and Sachin Gupta [25] collect data 
from Twitter to identify political hate speech with the help of a machine learning 
algorithm. They did not specify the number of pieces of data they used. Pranav 
Kompally et al. [26] discussed a decentralized deep-learning approach called 
Malang to detect abusive textual content. It has two levels called System and 
cloud. The system level reads the user message and classifies the text. After that, 
it sends the abused text to the cloud. Cloud Level used deep learning to deter-
mine the toxic content categories; its success percentage is 98.2%. 

This study makes use of a recently obtained new dataset that has been careful-
ly balanced to ensure equal representation of various factors. The majority of in-
dividuals utilize a limited selection of classifiers. The potential for discovering 
the optimal classifier is constrained. But in this study, a total of seven classifiers 
were employed. The outcomes generated by this phenomenon exhibit a consi-
derable degree of variability, indicating that they do not fall within a narrow 
range. In this research work, it is necessary to increase the magnitude of the re-
sult difference observed in the machine learning classifier. 

3. Research Methodology 
3.1. Proposed Model 

First, we manually collect the Bangla text from the political Facebook posts and 
use our developed Python scrapper. Store the collected data in the CSV file. The 
data collected from Facebook are too noisy, multilingual, unstructured, and 
emoji mix-up with the content. It requires clean-up for better results. For this, 
we perform data cleaning and preprocessing operations. Then extract the feature 
of the data. Use TF-IDF to remove the textual feature. After that, we divided the 
dataset into two parts. Training data and test data. Train data have been used to 
train the classifiers and test data to analyze the proposed model performance. In 
this work, seven machine learning classifiers are used. The proposed models 
consist of the components shown in Figure 1. 

3.2. Data Set 

Bullying on political issues mainly occurs on Facebook because a maximum num-
ber of people in Bangladesh use it. Now, it has made a habit for people to use Fa-
cebook to share their thoughts and express their opinions. So, Facebook is the 
best social media to collect such political bullying data. However, the problem 
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Figure 1. Proposed model for bullying detection. 

 
is that collecting data from Facebook is a challenging work. Facebook does not 
provide the comments data of specific posts. As a result, a substantial portion of 
the data (6500) had to be manually collected from the comments section of polit-
ical Facebook post and an in-house Python scraper was developed to automati-
cally gather the remaining data (4500). A total of 11,000 Facebook comments 
from the political posts are collected to construct the dataset, then labelled the 
data manually, either bullied or not-bullied. The dataset contained 49% bullying 
text, and two experts manually verified the dataset. Then dataset is divided into 
two parts training data and test data. Eight thousand two hundred fifty records 
are utilised for training, and 2750 records are utilised for testing. 

3.3. Data Preprocessing & Feature Extraction 

The data acquired from Facebook needs to be louder, and it has to be more uni-
form, unstructured, and brief across many languages. To ensure that the dataset 
accurately reflects the information being sought, punctuation, Unicode emo-
tions, special characters, stop words, emoji, white space, undesired words, and 
precise words were eliminated by hand. In addition, special characters are be-
coming obsolete as a result of the fact that there is no longer a demand for them. 
The subsequent stage is the extraction of features. In order to extract features 
from the dataset, we utilize a tool called term frequency-inverse term frequency 
(TF-IDF). The TF-IDF algorithm is a sophisticated feature extraction approach 
that searches through textual data for meaningful words. It converts the text into 
a numbers vector so that machine learning classifiers may use it. Find the fre-
quency of occurrence (TF) of a specific word in the document; the result is the 
number of times the word appears divided by the total number of words in the 
document. We annotated all the datasets into two categories such as bullying 
and non-bullying. Some of the annotated data is presented in Figure 2. 
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Figure 2. Sample dataset for proposed model. 

 
Number of repetance of a word in the documentsTF

Total number of words in the documents
=          (1) 

IDF determines the importance of each word in a document.  

2
Total number of documentsIDF log

Number of documents containing pairticular terms
=       (2) 

To obtain TF-IDF, both TF and IDF need to be multiplied. The result of this 
multiplication proved the normalized weights. 

TF IDF TF IDF− = ∗                      (3) 

3.4. Machine Learning Classifier 

The utilization of machine learning classifiers for forecasting categorical data is a 
widely adopted practice in various domains. Machine learning encompasses 
three primary learning methods: supervised, unsupervised, and reinforcement. 
These methods play a crucial role in the field of machine learning, enabling the 
development of intelligent systems capable of acquiring knowledge and making 
informed decisions. By understanding and utilizing these learning methods, re-
searchers and practitioners can leverage the power of machine learning to solve 
complex problems and enhance various applications across different domains. 
In this study, a total of seven supervised machine learning classifiers were uti-
lized. Decision Tree (DT), Multinomial naive Bayes (MNB), AdaBoost Classifier 
(AB), and Support Vector Machine (SVM) are among the well-known super-
vised learning methods frequently utilized in various domains of research and 
application. These methods have gained significant attention due to their effec-
tiveness in solving classification problems. The information provided proved to 
be valuable in influencing the development of the ultimate model. 

3.4.1. Random Forest Classifier 
In this study, an ensemble classifier was implemented, utilizing the Decision 
Tree algorithm in a randomized manner. The purpose of employing an ensem-
ble approach is to enhance the overall predictive performance of the classifier. 
By randomly selecting subsets of the training data and constructing decision 
trees based on these subsets, the classifier aims to capture different aspects of the 
data and reduce the risk of over fitting. This randomized approach allows for 
increased diversity among the individual decision trees, leading to a more robust 
and accurate ensemble classifier. In the Random Forest algorithm, a Bootstrap 
dataset is generated by randomly selecting documents from the original dataset. 

https://doi.org/10.4236/jilsa.2023.154008


Md. T. Ahmed et al. 
 

 

DOI: 10.4236/jilsa.2023.154008 116 Journal of Intelligent Learning Systems and Applications 
 

3.4.2. Logistic Regression 
The calculation or prediction of the probability of a binary event is a common 
application in various fields of research. The sigmoid function was employed for 
the purpose of data classification. This function assigns a probabilistic value 
within the range of 0 to 1 [27]. 

3.4.3. KNeighbor Classifier 
The utilization of the distance metric to measure the dissimilarity or similarity 
between data instances is a common approach in various research domains. This 
technique allows for the quantification of the proximity or separation between 
data points, enabling the analysis and comparison of their characteristics. By 
employing distance-based methods, researchers can effectively assess the rela-
tionships and patterns within datasets the calculation of distance in this study 
employed the Euclidean distance metric. 

3.4.4. AdaBoost Classifier 
The proposed approach involves the use of a meta-estimator that first trains a 
classifier on the original dataset. Subsequently, additional copies of the trained 
classifier are created and applied to the same dataset. This technique aims to en-
hance the performance of the classifier by leveraging the collective decision- 
making capabilities of multiple instances of the classifier. Within this context, it 
is evident that a multitude of base learners are present. The calculation of the 
sample weight for each feature is performed. The sample weight is updated 
based on the observed performance. 

3.4.5. Decision Tree Classifier 
In a decision tree classifier, there are two types of nodes: the Decision node, also 
known as the Test node, and the Leaf node, often referred to as the Classification 
node. The process begins with the entire dataset being positioned at the initial 
Decision node. Based on the outcomes of the applied tests, the dataset is then di-
vided recursively, and this process continues iteratively [28]. 

3.4.6. Multinomial Naive Bayes 
In the realm of text classification, there exists a widely utilized approach known 
as supervised learning. This algorithmic technique involves training a model us-
ing a labelled dataset, where each text sample is associated with a predefined 
class or category. By leveraging this labelled data, the supervised algorithm is 
able to learn patterns and the probability calculation is performed using the 
Bayes theorem, as described in reference [29]. The determination of the most 
probable value is achieved by calculating the probability for a specific sample. 

3.4.7. Support Vector Machine (SVM) 
It categorizes data by establishing a decision boundary or hyperplane that sepa-
rates the target class from the opposing class within an n-dimensional space 
[30]. To determine the optimal hyperplane, identifying the margin with the 
highest value is crucial. This margin is defined as the gap between the last data 
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point of the target class and the nearest data point of the opposing class. 

4. Result and Discussion 

The evaluation of performance is a crucial aspect in assessing the effectiveness of 
machine learning classifiers. In evaluating the performance of the classifiers, 
various metrics were taken into consideration. These metrics included accuracy, 
precision, recall, F1-score, and the ROC curve. The purpose of this study is to 
evaluate the performance of the classifier and present the corresponding results. 

The dataset has been partitioned into two distinct segments. In this study, a 
standard practice was followed where 75% of the available data was allocated for 
training purposes, while the remaining 25% was reserved for testing the devel-
oped model. The feature extraction process involved utilizing the training data 
to train multiple machine learning classifiers. These classifiers were then used to 
construct our political bullying detection model. The evaluation of algorithm 
accuracy and analysis of model performance involve utilizing features extracted 
from the testing dataset. 

In the analysis presented in Figure 3, it is observed that the Random Forest 
classifier demonstrated accurate identification of 10,019 instances. In the con-
ducted research, the K-Nearest Neighbours (KNN) algorithm successfully iden-
tified a total of 8707 cases accurately. In the conducted study, Support Vector 
Machines (SVM) and AdaBoost algorithms were employed to accurately classify 
a dataset consisting of 11,000 instances. The SVM algorithm successfully identi-
fied 9779 instances correctly, while the AdaBoost algorithm achieved a slightly 
lower accuracy by correctly identifying 9778 instances. The Random Forest 
Classifier exhibited superior performance compared to other algorithms as it 
achieved the highest number of accurately classified instances. In Figure 4, the 
data depicts the count of instances that have been classified incorrectly. In this 
study, it was observed that the Random Forest algorithm exhibited a failure to 
accurately identify the lowest number of instances. 

 

 
Figure 3. Number of correctly classified instances.  
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Figure 4. Number of incorrectly classified instances. 

 
According to the findings presented in Table 1, the Random Forest algo-

rithm demonstrates notable performance in terms of precision, recall, and 
F1-score, achieving values of 0.78, 0.82, and 0.80, respectively. Additionally, it 
attains an overall accuracy rate of 91.08%, which surpasses the accuracy rates 
of other algorithms examined in the study. The results of the evaluation indi-
cate that the system achieved the highest scores in terms of accuracy, recall, 
and f1-score. The KNB demonstrates a commendable accuracy rate of 89.44%, 
positioning it as one of the top performers in terms of accuracy. Additionally, 
the precision, recall, and F1-score metrics exhibit values of 0.78, 0.72, and 0.76 
respectively. The aforementioned options are also deemed to be favorable. 
According to recent research, the widely used machine learning classifier 
Support Vector Machine (SVM) has demonstrated an accuracy rate of 88.90%. 
The precession, recall, and F1-score were found to be 0.78, 0.72, and 0.75, re-
spectively. 

The final parameter to be considered in the performance analysis is the area 
under the Receiver Operating Characteristic (ROC) curve. When the area under 
the receiver operating characteristic (ROC) curve increases, it indicates that the 
model has improved in its ability to accurately identify instances. Figure 5 dis-
plays the Receiver Operating Characteristic (ROC) curve for all algorithms. Ac-
cording to our research findings, the Random Forest algorithm exhibits a larger 
area under the Receiver Operating Characteristic (ROC) curve compared to 
other algorithms. According to research, Random Forest has been found to pos-
sess a higher accuracy in identifying instances. The Random Forest Classifier has 
been found to exhibit superior performance across various evaluation metrics 
such as accuracy, recall, F1-Score, and ROC curve. Additionally, it has been ob-
served to possess greater significance compared to all other classifiers ranked in 
the second-best position in terms of precision. According to research, Random 
Forest has been identified as a highly effective classifier for detecting instances of 
political bullying text specifically in the Bangla language. 
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Figure 5. ROC curve of all algorithms. 

 
Table 1. Result of all classifier model. 

Classifier Name Accuracy Precision Recall F1-Score 

Random Forest 91.08% 0.78 0.82 0.80 

Logistic Regression 88.68% 0.77 0.72 0.75 

KNeighbor 79.97% 0.67 0.72 0.70 

AdaBoost 88.89% 0.87 0.53 0.65 

Decision Tree 86.24% 0.74 0.81 0.77 

Multinomial naive Bayes 89.44% 0.78 0.73 0.76 

SVM 88.90% 0.78 0.72 0.75 

5. Conclusion 

Extensive research has been conducted to investigate the occurrence and cha-
racteristics of Cyberbullying in English texts. However, it is worth noting that 
there is a dearth of studies examining the phenomenon of political bullying spe-
cifically in Bangla texts. In this study, an investigation was conducted to assess 
the classification performance of various supervised machine learning algo-
rithms, namely Support Vector Machines (SVM), Multinomial Naive Bayes 
(MNB), k-Nearest Neighbors (KNN), Random Forest, Decision Tree, Logistic 
Regression, and AdaBoost. The evaluation was carried out using Bangla text da-
ta, and the empirical results were analyzed. Based on empirical evidence, it has 
been observed that the Random Forest algorithm demonstrates superior accura-
cy and performance in comparison to alternative classification algorithms. This 
is evident through measures such as recall, F1-score, and the area under the 
ROC curve. The Random Forest Classifier was employed in order to achieve an 
accuracy rate of 91.08%. The obtained accuracy is the highest recorded in our 
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research. The acquisition of such a high level of accuracy in our research will 
undoubtedly contribute to the advancement of identifying instances of political 
bullying in Bangla text, thereby improving the overall safety of social media 
usage for individuals. The identification of Cyberbullying is often hindered by 
the limited size of training data. In order to enhance performance, a substantial 
amount of data is necessary. The enhancement of the process can be further 
achieved by leveraging the importance of specific attributes. 
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