
Journal of Intelligent Learning Systems and Applications, 2023, 15, 76-88 
https://www.scirp.org/journal/jilsa 

ISSN Online: 2150-8410 
ISSN Print: 2150-8402 

 

DOI: 10.4236/jilsa.2023.153006  Aug. 17, 2023 76 Journal of Intelligent Learning Systems and Applications 
 

 
 
 

Intelligent Detection Method of Substation 
Environmental Targets Based on MD-Yolov7 

Tao Zhou, Qian Huang, Xiaolong Zhang, Yong Zhang 

State Grid Yangquan Power Supply Company, Yangquan, China 

 
 
 

Abstract 
The complex operating environment in substations, with different safety dis-
tances for live equipment, is a typical high-risk working area, and it is crucial 
to accurately identify the type of live equipment during automated opera-
tions. This paper investigates the detection of live equipment under complex 
backgrounds and noise disturbances, designs a method for expanding 
lightweight disturbance data by fitting Gaussian stretched positional informa-
tion with recurrent neural networks and iterative optimization, and proposes 
an intelligent detection method for MD-Yolov7 substation environmental 
targets based on fused multilayer feature fusion (MLFF) and detection trans-
former (DETR). Subsequently, to verify the performance of the proposed 
method, an experimental test platform was built to carry out performance va-
lidation experiments. The results show that the proposed method has signifi-
cantly improved the performance of the detection accuracy of live devices 
compared to the pairwise comparison algorithm, with an average mean accu-
racy (mAP) of 99.2%, which verifies the feasibility and accuracy of the pro-
posed method and has a high application value. 
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1. Introduction 

The substation is the hub of the grid that connects the transmission lines at all 
voltage levels. Its role is to raise and lower the voltage and allocate resources 
from the pooled power resources. With the development of electric power tech-
nology and the improvement of power quality requirements of power users, the 
automation, security and intelligent construction of substations are in urgent 
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demand [1]. Among them, live operation is an important means to ensure 
smooth and continuous power supply, and automation equipment needs to 
work near live high-voltage equipment. However, the environment of live 
equipment in substations is complex, and once the target detection of automa-
tion equipment crosses the safety spacing, it may cause extremely bad conse-
quences and economic losses, which seriously affects the safe production of 
power supply and substation projects [2]. Therefore, accurate detection of tar-
gets within the substation environment is required. Traditional detection of po-
wered equipment has limitations for transformers, busbars and pointer meters, 
and is subject to serious interference from light and background noise, low ro-
bustness and poor self-adaptability [3]. 

In recent years, intelligent detection algorithms represented by deep learning, 
reinforcement learning, and migration learning have been widely used, and the 
deep learning detection framework is the mainstream of current research. Cur-
rently, there are two main directions of deep learning-based target detection al-
gorithms: two-stage target detection algorithms and single-stage target detection 
algorithms [4]. For two-stage detection algorithms, a pre-selected box that may 
contain the object to be detected is set in advance, and then convolutional neural 
networks are used for sample classification calculation, with R-CNN [5] and Fast 
R-CNN [6] as typical representatives. 

Single Shot MultiBox Detector (SSD) and Yolo single stage target detection 
algorithms are represented. Dai et al. [7] trained a deep learning model SSD to 
identify weak target detection in complex environments. The trained model 
achieved 92.35% accuracy on the test set. The Yolo family of networks combines 
detection accuracy and detection speed, and excellent performance in detecting 
complex environmental targets [8]. Guan et al. [9] proposed a DCNN model 
based on the fusion of deep learning and Google Data Analytics, using the im-
proved network Yolov4, for testing images after quality level classification, with 
the recognition accuracy was 95%. The literature [10] introduced CDMA into 
Yolov5 for dynamic target tracking and successfully improved the detection ac-
curacy and real-time performance of the algorithm. 

With in-depth research on the application of deep learning technology in the 
task of substation target recognition, the Yolo series algorithms have been par-
tially applied in the power grid, which can be applied to real-time tracking of 
multiple faults in the power grid, enabling real-time detection of various targets 
in the transmission grid, real-time recognition and obstacle avoidance through 
the pictures collected in real time by the power inspection equipment. However, 
a number of scholars have pointed out the limitations of deep learning tech-
niques. Yolov7 as the current best performing Yolo series algorithm, Yolov7 
neck network uses a single scale feature map, which limits the expression of fea-
ture information and thus constrains the detection accuracy [11]. The literature 
[12] pointed out that the substation target identification numerous and complex 
background, how to quickly identify the device type in the complex background 
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is also limited by the backbone network structure, optimization and improve-
ment of the network becomes especially important. 

This paper conducts research on the intelligent identification of energized 
equipment under complex background and noise interference, and obtains a 
light-weight disturbance dataset through adaptive data expansion, and then 
proposes a Yolov7 substation environment target intelligent detection method 
based on fusing multi-layer feature fusion (MLFF) and detection transformer 
(DETR) to improve the detection accuracy of substation equipment identifica-
tion. 

2. Substation Target Analysis 

The serious electromagnetic interference in the substation, the obvious non- 
structural characteristics of the environment, the seriousness of obstacles and 
other occlusions, and the wide range of equipment present a huge challenge to 
accurate target identification. 

2.1. Target Analysis 

The equipment in the substation is divided into primary equipment and sec-
ondary equipment. Primary equipment mainly completes electric power pro-
duction, efficient transmission, centralized distribution and electric power use, 
including transformers, capacitors, reactors, disconnect switches, busbars, etc.; 
the secondary equipment measures, monitors, controls and protects the operat-
ing conditions of the primary equipment, including relay protection devices, 
automatic devices, measurement and control devices (current transformers, vol-
tage transformers), metering devices, etc. In this study, the total number of 
substation equipment to be identified is 26, and the voltage carried covers 10 KV 
- 1000 KV of energized equipment. The safety distances between different ener-
gized equipment are shown in Table 1. 

The electromagnetic environment is complex and the goal is to increase the 
sample diversity of the experimental data set in order to improve the robustness 
of the training model, while addressing the need for a large amount of data as 
samples to support DETR to achieve excellent results. 
 
Table 1. Safety distance between uncovered energized parts of vehicles. 

Volage Rating 
(KV) 

Safe Distance 
(m) 

Voltage Rating 
(KV) 

Safe Distance 
(m) 

10 0.95 220 2.55 

20 1.05 330 3.25 

35 1.15 500 4.55 

66 1.40 750 6.70 

110 1.65 1000 8.25 
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2.2. Lightweight Perturbation Dataset 

Since there is no proprietary dataset of substation equipment, the data of related 
resources are insufficient and the samples are single. At the same time, in order 
to train the Yolo recognition model with good robustness and strong generaliza-
tion ability, it is necessary to expand and broaden the existing data and establish 
a light-weight disturbance dataset by considering the disturbance factors such as 
illumination, shading and noise. 

The lightweight perturbation dataset is obtained by fitting Gaussian stretched 
poses to multiple photos of an independent scene containing a dynamic target 
through recurrent neural networks with iterative optimization, which can 
quickly generate a dataset containing thousands of images with target poses 
through iterative learning based on Gaussian fitting of recurrent neural net-
works, thus eliminating the time-consuming step of collecting real-world data. 

Processing the image based on the target pose by Gaussian stretching to syn-
thesize a new image of the scene acquired from different camera poses. For ex-
ample, each Gaussian stretch in units of (1 cm, 1 cm, 1 cm, 10˚, 10˚, 10˚) cor-
responds to a change of ( ), , , , ,x y z x y zp p p r r r  in the target posture, which can be 
calculated to obtain the target pose and the image after the stretch, and the re-
current neural network is trained to fit and iteratively learn the target pose and 
the 2D image of the Gaussian stretch results to obtain the constructed dataset T. 

( ) ( ) ( ){ }0 1
0 1I , , I , , , I , n

nT r r r=                     (1) 

where n is the number of synthetic dataset images. This fitting optimization 
process can be described as follows: 

( )arg min ,
r

r r rρ ∗=                        (2) 

where r is the arbitrary initial pose and r∗  is the stretched desired pose, r  is 
the optimized fitted pose when r r∗=  is the system has converged optimally. 
( ).ρ  is any cost function with global minimum. 
Data set light weighting is to improve the network training speed by extract-

ing the range around the target region, filtering other non-essential data, and 
compressing the data set to reduce the data volume and prevent data overfitting 
while ensuring the integrity of the dynamic target data and the accuracy of the 
training network. 

( ) ( )( ) ( )( ){ }0 1
0 1I , , I , , , I , n

nT r L r L r′ =                (3) 

where ( ) ( ) ( ){ }I I , | , a
a a pL x y x y rη′= ∈ , η  is the target region range threshold, 

a
pr  is the target region location range, ( )1IL  is the part of the image 1I  based 

on which the target region range threshold is γ , and T ′  is the lightweight da-
taset. 

In the established dataset, perturbation factors are randomly added to create a 
lightly perturbed dataset, where ( ) ( ) ( ){ }0 1

0 1I , , I , , , I , n
nT r r r∗ ∗ ∗ ∗=   is the syn-

thetic dataset containing the perturbation factors. 
In order to solve the problem that the number of training sets is too small, 
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data enhancement is needed. In this paper, we use to generate images of signal 
lights, digital meters and pointer meters, and further achieve data enhancement 
by adding noise, rotation, horizontal and vertical flip and cropping based on the 
original images and the generated images. 

3. Materials and Methods 

For the autonomous inspection vehicle substation equipment identification task, 
a certain depth of network is required to extract feature information due to fac-
tors such as complex background and low sample identifiability. We chose the 
Yolov7 algorithm as the basic algorithm under the common GPU operating en-
vironment to improve the implementation of Backbone's detection and detec-
tion efficiency real-time detection needs, and optimized the established Yolov7 
through MLFF and DEFT to improve the feature extraction capability, and the 
model structure is shown in Figure 1. 

3.1. Yolov7 

Yolov7 [13] is one of the newest basic models in the Yolo series, which outperforms  
 

 

Figure 1. MD-YOLOv7 network model. 
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most known target detector network models in terms of speed and accuracy in 
the following four main modules: Input, Backbone, Neck and Head. Input con-
sists of Mosaic data enhancement, image size scaling and adaptive anchor frame 
calculation. The backbone mainly consists of convolution, E-ELAN module, 
MPConv module and SPPCSPC module. 

3.2. MLFF 

In the feature extraction network, the shallow feature maps generated by Yolov7 
contain rich detail information in terms of target texture features. In contrast, 
the deep layer feature maps generated by the deep layer network can extract 
richer semantic information through a larger sensory field. Different layers of 
feature maps are useful for substation equipment identification in different ways. 
To obtain a more adequate feature map representation, we fuse different feature 
layers to aggregate contextual information and dynamically adjust the weights of 
each input feature layer by adaptive learning to reasonably allocate the propor-
tion of feature information required by the detection task. 

MLFF generates a new feature map by multi-scale fusion of the feature maps 

1 2 3 4, , ,P P P P  of the four layers. First, in order to weight the fused feature maps of 
the four layers need to be normalized to obtain a consistent size and number of 
channels. The adjusted feature maps are integrated in the channel dimension, 
and thus the fused feature maps P are obtained as follows: 

[ ]( )1 2 3 4, , ,P Fu P P P P=                       (4) 

Then, the nonlinear relationship between the channels is fitted by two fully 
connected layers and the corresponding weight s is generated using the Sigmoid 
activation function with the intermediate features f: 

( ) [ ]( )2 1, ,ef F x W W W zσ δ= =                    (5) 

eF  denotes the excitation mapping, σ  is the Sigmoid function, δ  is the 
nonlinear activation function ReLU6, and [ ].,.  is the rotation splicing trans-
formation. The weight is multiplied with the feature map P to obtain the feature 
map U, which realizes the response with prominent important information and 
reduces the redundant information. 

The middle feature f is split into two independent features along the middle in 
the horizontal and vertical directions, and then into two convolutional layers 
with a convolutional kernel of 1 and a nonlinear function activation layer to ob-
tain the weights in the two directions, and then use the Softmax function to 
normalize the weights in space of the feature map to obtain the weight matrix. 

4 H WW × ×∈                           (6) 

The weights are expanded into three-dimensional arrays 1, , , H Wα β γ λ × ×∈
with the same dimensionality as the input features along their respective direc-
tions to obtain the importance weight parameters of each layer of the feature 
map, complete the rescaling of the features, and obtain the new feature map 3L  
after fusion. 
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1 2 3 43 P P P PL α β γ λ+ + +=                     (7) 

3.3. DETR 

To further improve the extraction of effective information from substation ener-
gized equipment, the DETR module is built to improve the model for primary 
and secondary equipment target feature learning. In Figure 2, the proposed 
DETR consists of encoder, decoder and prediction unit. In the encoder part, N 
objects are converted into embedded outputs by dimensioning the feature map 
of Backbone output, i.e., the feature map of C H W× ×  dimensions is con-
volved by a 1 × 1 convolution kernel to obtain multiple one-dimensional vectors, 
which are fed to the Transformer-based encoder and decoder together with the 
position vectors; these embedded output vectors are independently encoded into 
N categories and prediction frames in parallel by a feed forward network with 
shared weights, and the entire input is predicted in parallel based on the Trans-
former de encoder-decoder structure. 

Subsequently, we perform a sequence transformation of the feature map to 
further downscale the spatial dimension as H W×  to obtain a two-dimensional 
feature map of HW . Finally, the two-dimensional feature map is position en-
coded with position coding. The position encoding formula is as follows: 

( ) ( )2
,2 sin 10000 i d

pos iPE pos=                   (8) 

( ) ( )2
,2 1 cos 10000 i d

pos iPE pos+ =                  (9) 

In the Transformer-based encoding stage, the attention matrix size is  
( )( )H W H W× × , and a point on the attention matrix corresponds to two dif-
ferent points on the feature block represented by this token, and since the num-
ber of input tokens to the encoder is the same as the number of feature image 
elements, this defines a frame. Therefore, the DETR model has a unique advan-
tage in the target detection task. 
 

 

Figure 2. DETR structure. 
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4. System and Experiment 

In this section, we propose an unmanned vehicle inspection system for substa-
tions, and describe the hardware and software system components in detail, as 
shown in Figure 3. 

Based on this, performance verification experiments are carried out using Da-
SiamRPN, SSD, Faster R-CNN, and Yolov7 as comparison algorithms, and the 
superiority of the performance of the proposed algorithm is analyzed based on 
the experimental results. 

4.1. System Composition 

The inspection vehicle test system mainly includes environment sensing subsys-
tem, human-computer interaction subsystem, drive subsystem, unmanned ve-
hicle and communication module. The specific equipment parameters are 
shown in Table 2. 
 
Table 2. Safety distance between uncovered energized parts of vehicles. 

Classification 
Main 

components 
Main parameters Application 

Hardware 

Unmanned 
vehicles 

Positioning accuracy: ±10 cm 
Volume: 2800 × 3150 × 780 mm3 

Weight: 38 Kg 
The aircraft 

HCI device 
Frequency: 5.725 to 5.850 GHz 

Positioning: BeiDou 
WIFI protocol: WIFI 6 

Mission 
Planning 

Workstations 
Model: Lenovo ST558 
GPU: RTX 3080 × 2 

RAM: 256 G ROM: 1 T 

For storing and 
processing data 

5 G Module 
Size:3.0 × 52.0 × 2.3 mm3 

Operating temperature: −40˚C - +85˚C 
Remote 

Communication 

Binocular 
camera 

Distance measurement: 0.4 - 25 m 
Perspectives FOV: Horizontal 90˚ 

Vertical: 106˚ 

Acquisition of 
image data 

Radar 

Model:RD2484R 
Measurement range:1.5 - 50 m 

Perspectives (FOV): Horizontal 360˚ 
Vertical: ±45˚ 

For auxiliary 
environmental 

detection 

IMU 

Model: Honeywell HMS-MM-10 
Measuring range: ±500˚/sec, 16 g 

Size: 40 × 40 × 15 mm3 
Bandwidth: 200 Hz 

For UV 
attitude 

balancing 

Operating 
System 

Windows10 Windows10_19042.1165 - 

Software 
Python3 

Pycharnm Community 
Edition 2021 

Yolov7 algorithm 
environment 

Matlab Matlab 2018b Data Processing 
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Figure 3. Unmanned vehicle inspection and testing system. 

4.2. Experimental Testing 

Based on the constructed lightweight perturbation dataset, we establish test set, 
training set and validation set, and set up comparison algorithms to carry out 
performance validation experiments, introduce evaluation indexes such as recall, 
precision, mAP, etc., and quantitatively analyze the algorithm performance 
based on the experimental results. 

TPPRC
TP FP

=
+

                       (10) 

TPREC
TP FN

=
+

                       (11) 

TP means the target is the real target, and the detection result is the real tar-
get; FP means the target is not the real target, and the detection result is not the 
real target; FN donates the target is the real target, and the detection result is not 
the real target. The accuracy mean AP (map) is the area value of the curve en-
closed by the accuracy PRC and REC. 

As shown in Figure 4, the accuracy and recall of the MD-Yolov7 target detec-
tion network model stabilized and reached the fit state after about 20 epochs of 
training, and the mAP@0.3, which is determined by the target detection accura-
cy and recall, also stabilized, which verified the accuracy and rapidity of the 
proposed algorithm target detection network model. 

In order to further test the performance of the algorithms, the performance of 
the comparison algorithms SSD, Faster R-CNN, Yolov7 was tested based on the 
test set. The following Figure 5 shows the visualization of the results using six 
types of data: transformer, extreme noise transformer, bus, extreme noise bus, 
capacitor, and extreme noise capacitor. 

1) The proposed MD-Yolov7 algorithm has the highest recognition mAP of 
98.85% for the same training and test sets, which demonstrates the superiority of 
our proposed algorithm. 
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Figure 4. Feasibility validation results. 
 

 

Figure 5. Selected data results. 
 

2) The performance of Yolov7 and SSD is close, slightly higher than Faster 
R-CNN but lower than DasiamRPN. 

3) SSD, Faster R-CNN, Yolov7 show substantial performance degradation 
under extreme noise conditions. The performance of MD-Yolov7 proposed in 
this paper is more stable and verifies the robustness of the algorithm. 

Also to check the performance of the trained target detection model, the expe-
riments compared the performance of the five algorithms in terms of PRE, REC, 
mAP, and AST for 26 powered equipment inspection tasks, and the results are 
shown in Table 3. 
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Table 3. Safety distance between uncovered energized parts of vehicles. 

Algorithm PRE REC mAP AST 

DaSiamRPN 79.25 77.88% 88.29 3.67 

SSD 74.14 74.37% 85.37 1.75 

Faster R-CNN 77.56 97.55% 83.75 11.45 

Yolov7 86.79 98.76% 87.62 2.31 

MD-Yolov7 92.57 99.65% 99.23 0.78 

 
Table 3 shows the recognition performance of each algorithm on the test set. 

The recognition rates of these four methods are around 86% and do not exceed 
80%. We can get the following conclusions. 

1) The proposed MD-Yolov7 has more performance advantages in terms of 
PRE, REC, mAP and AST. Especially, the proposed MD-Yolov7 model is 12.5% 
higher than Faster R-CNN in mAP metrics; 

2) The recognition time of Faster R-CNN is much longer than the others, but 
its performance is not superior. Because Faster R-CNN is a two-stage network, 
which leads to a slow training process. Yolov7 and SSD are single-stage networks 
that directly output classification and localization results, which can improve the 
training speed, but there is some loss in detection accuracy; 

3) MD-Yolov7 takes the least time and achieves the best detection results, 
which verifies the rapidity of convergence and the real-time nature of recogni-
tion. With low resource occupation, it can converge faster and has the highest 
average recognition accuracy. It has low resource occupancy, faster convergence, 
and high average recognition accuracy. 

The above experimental results verify the correctness and validity of the algo-
rithm and the trained model. The above experimental process also verifies the 
reliability of the proposed algorithm, which will provide a new way of thinking 
about safe substation operations. 

5. Conclusions 

In summary, in order to solve the problem of accurate identification of ener-
gized equipment in substation environment and realize intelligent inspection 
operations in substations, this paper realizes the construction of a lightweight 
disturbance data set and proposes an MD-Yolov7 multi-scale target detection 
algorithm for complex substation environment background. The MD fusion 
improvement module is established by optimizing the design of MLFF module 
and DETR module. The experimental results show that for 26 kinds of charged 
targets in complex backgrounds, the proposed MD-Yolov7 algorithm has a huge 
improvement in recognition accuracy and recognition efficiency compared with 
SSD, Faster-CNN and Yolov7, and the average detection accuracy reaches more 
than 99.2%, and there is no phenomenon of missed detection and false alarm, 
which verifies the correctness of the algorithm and model. 
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The next proposed step is to continue to improve the detection speed without 
affecting the performance of the algorithm and model as a subsequent research 
direction. 
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