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Abstract 
Objective: The Chinese description of images combines the two directions of 
computer vision and natural language processing. It is a typical representative 
of multi-mode and cross-domain problems with artificial intelligence algo-
rithms. The image Chinese description model needs to output a Chinese de-
scription for each given test picture, describe the sentence requirements to 
conform to the natural language habits, and point out the important informa-
tion in the image, covering the main characters, scenes, actions and other 
content. Since the current open source datasets are mostly in English, the re-
search on the direction of image description is mainly in English. Chinese 
descriptions usually have greater flexibility in syntax and lexicalization, and 
the challenges of algorithm implementation are also large. Therefore, only a 
few people have studied image descriptions, especially Chinese descriptions. 
Methods: This study attempts to derive a model of image description genera-
tion from the Flickr8k-cn and Flickr30k-cn datasets. At each time period of 
the description, the model can decide whether to rely more on images or text 
information. The model captures more important information from the im-
age to improve the richness and accuracy of the Chinese description of the 
image. The image description data set of this study is mainly composed of 
Chinese description sentences. The method consists of an encoder and a de-
coder. The encoder is based on a convolutional neural network. The decoder 
is based on a long-short memory network and is composed of a multi-modal 
summary generation network. Results: Experiments on Flickr8k-cn and 
Flickr30k-cn Chinese datasets show that the proposed method is superior to 
the existing Chinese abstract generation model. Conclusion: The method 
proposed in this paper is effective, and the performance has been greatly im-
proved on the basis of the benchmark model. Compared with the existing 
Chinese abstract generation model, its performance is also superior. In the 
next step, more visual prior information will be incorporated into the model, 
such as the action category, the relationship between the object and the ob-
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ject, etc., to further improve the quality of the description sentence, and 
achieve the effect of “seeing the picture writing”. 
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1. Introduction 

Natural language processing (NLP) and computer vision (CV) are current re-
search hotspots. NLP focuses on understanding natural language, modeling the 
process of text generation, implementing word segmentation, part-of-speech 
tagging, named entity recognition, syntactic analysis, and multi-language ma-
chine translation [1]. CV focuses on understanding images or video, enabling 
classification, target detection, image retrieval, semantic segmentation, and hu-
man pose estimation. The recent multimodal processing of fused text and image 
information has caused great interest among researchers. Image Captioning is 
the key technology of multi-modal processing. It can perform image-to-text 
multi-modal transformation and help visually impaired people understand the 
image content. This technique was first proposed by Farha-di et al., given a bi-
nary group I, S, where I represent an image, S represents a summary sentence, 
and the model completes a multimodal mapping I → S from image I to a sum-
mary sentence S. This task is very easy for humans, but it poses a huge challenge 
to the machine, because the model not only understands the content of the im-
age, but also produces human-readable abstract sentences [2]. 

The current research mainly focuses on image generation English abstracts, 
and there are few studies on the generation methods of Chinese abstracts [3]. 
Due to the rich meaning of Chinese words and the complex structure of sen-
tences, the Chinese description of images is more difficult. Based on the data sets 
of flickr8k CN and flickr30k CN, an image description generation model with 
dual attention mechanism is proposed in this study. In each period of generating 
description, the model can decide whether to rely more on image or text infor-
mation, so that more important information can be captured from the image, so 
as to improve the richness and accuracy of Chinese image description. The con-
tribution of this paper is to build a Chinese description generation model based 
on dual attention mechanism, expand the application of dual attention in image 
description, especially in Chinese description field, and verify the good perfor-
mance of this method in Chinese image description task. 

In the future, the rapid development of artificial intelligence will make many 
people face the risk of unemployment. In the future, robots in the field of image 
description can replace the work of newspaper news writers. Because computers 
are obviously superior to humans in image processing, the photos captured from 
the front of news can be quickly written into corresponding press releases, which 
improves the timeliness of news. At present, robot medical treatment is also a 
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hot topic, so image description will be very popular in the field of medicine 
Great help, we go to the hospital to see a variety of test sheets and ultrasound 
images, and no longer need to queue up for doctors to see the cause of disease. 
The robot will analyze and describe these medical images, and then generate 
scientific diagnosis results, so image description has a great development pros-
pect in the future. 

2. Related Works 

For the generation model of image description, the current common method is 
based on the extension of neural network, most of which are composed of en-
coder and decoder. The image is encoded using a pre-trained deep convolutional 
neural network (CNN), and then the image is embedded into a recurrent neural 
network (RNN), and the corresponding description sequence is finally output as 
a description. Mao et al. proposed a neural network based image summary gen-
eration model m-RNN, which uses CNN to model images, uses RNN to model 
sentences, and uses multimodal space to correlate images and text [4]. Vin-yals 
et al. proposed the Google NIC model, which projects images and words into a 
multimodal space and generates summaries using long and short time memory 
networks (LSTM) [5]. Jia et al. proposed the model gLSTM, which uses semantic 
information to guide long and short-term memory networks to generate sum-
maries [6]. Xu et al. introduced an attention mechanism into the decoding 
process, enabling the digest generation network to capture local information of 
the image [7]. Li et al. constructed the first Chinese image summary dataset 
Flickr8k-CN and proposed the Chinese abstract generation model CS-NIC [8], 
which uses Google Net to encode images and model the digest generation process 
using long and short time memory networks. 

In addition to the good progress made on the model, the Chinese dataset 
of image descriptions is also evolving, such as Flickr8k-CN, Flickr30k-CN, 
MSCOCO Chinese datasets and the recent AI Challenger image Chinese de-
scription dataset. The number of images to be described is increased from a few 
thousand to hundreds of thousands, and the description of the image is also 
from a simple object description to a rich motion and expression description, 
thereby improving the quality of the image in the field of Chinese description 
[9]. 

3. Model for Image Captioning 

The basic expression of the basic attention model can be understood as follows: 
When we are looking at one thing, we must always pay attention to somewhere 
in the things we are currently looking at. In other words, when we look at when 
you are elsewhere, attention shifts with the movement of your eyes, which means 
that when people notice a certain target or a scene, the attention distribution in-
side the target and in each spatial position within the scene is not the same. This 
is also true in the following situations: When we try to describe a thing, the 
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words and sentences we are talking about at the moment are the first to corres-
pond to a certain segment of the thing being described, and the other parts fol-
low the description. Relevance is constantly changing [10]. The addition of the 
attention mechanism allows the image to be more focused on finding useful in-
formation related to the current output in the input data during the generation 
of the description, thereby improving the quality of the output. The ultimate 
goal of the attention model is to help a framework like codec to better learn the 
interrelationships between multiple content modalities, so as to better represent 
this information and overcome the drawbacks that are difficult to design because 
of its inability to interpret.  

Encoder-decoder framework is used in basic image captioning model with an 
attention mechanism. However, when the model generates the description, the 
decoder should have different attention strategies for different words. For exam-
ple, the words “注视着(watching)”, “正在(is)”, or “在...旁边(beside…)”, such 
words are called non-visual words, and the model should rely more on semantic 
information when generating such phrases. Not visual information. Moreover, 
in the process of generating the description, the attention gradient can mislead 
or reduce the validity of the visual information because the non-visual phrase 
features cannot be learned from the image during the training process. There-
fore, this paper proposes an image description generation model with a dual at-
tention mechanism of the neural network classifier, which can decide whether to 
rely more on images or text information at each time period of generating the 
description. 

3.1. Basic Model for Image Captioning in Chinese 

For a given image I, our goal is to automatically predict the Chinese sentence S 
to briefly describe the visual content of the picture [11]. This sentence is a se-
quence of n Chinese words. { }1, , nS c c=  . Usually, a method of acquisition is 
to use pre-trained image description model in English and translate its output 
from English to Chinese through machine translation. Contrary to this post- 
translation strategy, we discuss how to build a Chinese model directly from a 
Chinese multimedia corpus in this section. Record as ( ){ }, ,1, , ,i i i iC I S S m=  , 
which the ith training image is accompanied by im  sentences. 

In this work, we study the neural image description (NIC) model for generat-
ing Chinese sentences, as shown in Formula (1). NIC is a probability model, 
which uses LSTM neural network to calculate the posterior probability of a given 
input image sentence. So the image will be annotated with sentences that pro-
duce the maximum probability. For model θ , given the input picture I, the 
probability of the model automatically generating sequence S is given. 

( ) ( )0 1 1
0

| ; | , , , , ;
N

t t
t

P S I P S S S S Iθ θ−
=

=∏                 (1) 

After decomposition into the form of continuous multiplication, the problem 
becomes the conditional probability of modeling ( )0 1 1| , , , , ;t tP S S S S I θ− . 
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Usually, RNN is the first choice, because it can theoretically retain all the above 
information (LSTM is used to alleviate the “long-term dependence” problem), 
instead of taking only one window like n-gram or CNN. Logarithmic likelihood 
function is obtained by taking logarithmic likelihood function. 

( ) ( )0 1 1
0

log | ; log | , , , , ;
N

t t
t

P S I p S S S S Iθ θ−
=

= ∑             (2) 

where 0S START=  and 1tS END+ =  are two special tokens indicating the be-
ginning and the end of the sentence. 

The training objective of the model is to maximize the logarithmic likelihood 
sum of all training samples. 

( )
( )

*

,
arg max log | ;

I S
P S I

θ
θ θ= ∑                   (3) 

where (I, S) training samples. This method of maximum likelihood estimation is 
equivalent to empirical risk minimization using logarithmic loss function. 

Of course, it is not feasible to calculate the probability of all sequences and 
then select the most probabilistic sequence, because each location has a word 
with thesaurus size as a candidate, and the search size will increase exponentially 
with the length of the sequence, so we need to use beam search to reduce the 
search space. 

Conditional probabilities in Equation (1) are estimated by the LSTM network 
in an iterative manner. The network maintains a cell vector c and a hidden state 
vector h to adaptively memorize the information fed to it. The embedding vector 
of an image, obtained by applying an affine transformation on its visual feature 
vector, is fed to the network to initialize the two memory vectors. In the tht  ite-
ration, new probabilities tP  over each candidate word are re-estimated given 
the current chosen words. The word with the maximum probability is picked up, 
and fed to LSTM in the next iteration. The recurrent connections of LSTM carry 
on previous context per iteration. We apply beam search to maintain k best can-
didate sentences. The iteration stops once the END token is selected. To express 
the above process in a more formal way, we write 

( )1 : ,ex W CNN I− = ⋅                          (4) 

: , 0,1, ,t s tx W w t= ⋅ =                         (5) 

( )0 0 0 1, , ,0,0 ,p c h LSTM x−←                     (6) 

( )1 1 1, , , , .t t t t t tp c h LSTM x c h+ + + ←                   (7) 

The parameter set θ  consists of eW , sW , and affine transformations inside 
LSTM. While DeViSE directly takes a pretrainedword2vec model to construct 

sW , NIC optimizes eW  and sW  simultaneously via maximum-likelihood es-
timation. The structure of neural network image description generation model is 
shown in Figure 1. 

( )*arg max | ;
S

P S I θ                          (8) 
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Figure 1. The Chinese-captioning model. 

3.2. Model with Attention 

Firstly, we propose a context vector tc  for spatial attention model, which is de-
fined as:  

( ),t tc g V h=                            (9) 

where g is Attention function, [ ]1, , , d
k iV v v v R= ∈  is Spatial image features, 

each feature is a d-dimension, representing a part of the image. It is the hidden 
state of T-Time cyclic neural network. Given LSTM’s spatial image features 

d kV R ∗∈  and hidden states d
th R∈ , we feedback them through a single layer 

neural network, and then use the SOFTMAX function to generate the attention 
distribution on k regions of the image [12]: 

( )( )T Ttanht h v g tz w W V W h I= +                   (10) 

( )softmaxt ta z=                          (11) 

where kI R∈  is a vector with all elements set to 1, , k d
v gW W R ∗∈  and k

hW R∈  

are the parameters to learn. kRα ∈  is the attention weight of the feature in V. 
Based on attention distribution, context vectors tc  can be obtained in the fol-
lowing ways: 

1

k

t ti ti
i

c vα
=

= ∑                            (12) 

Finally, tc  and th  combine to predict the next word, as shown in the fol-
lowing figure: 

( ) ( )1 1log | , , , ,t t t tp y y y I f c h− =                  (13) 

where f is a non-linear function of output probability ty , tc  is a visual context 
vector at t-time extracted from image I, and th  is a hidden state of RNN at 
t-time. The structure of attention model is shown in Figure 2. 

3.3. Double-Attention Model 
3.3.1. Model Framework 
Figure 3 illustrates the framework of a Chinese image captioning model based  
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Figure 2. Attention model. 

 

 
Figure 3. The framework of a Chinese image captioning model based on dual attention 
mechanism. 
 
on dual attention mechanism. Because this paper adopts a dual attention 
mechanism, it describes that attention strategies should be adopted for visual 
and textual features respectively in the process of generation. Encoder consists 
of two neural networks: one is visual feature extraction network and the other 
is text feature extraction network. Visual feature n

IV R∈  is the hidden layer 
output of convolution network, which depicts the deep visual features of 
images, focuses on visual information, and uses real vector coding. Text feature 

{ } [ ]1 2, , , , 0,1I m iW w w w w= ∈  is the output layer result of convolution net-
work, which reflects the probability of visual-related combinations appearing in 
the description. It focuses on text information and uses probability vector cod-
ing. The decoder is composed of LSTM Chinese description generation network. 
The visual and text features are fused by the neural network classifier when ge-
nerating the description. The output is the Chinese description of the image. 
Encoder models feature based on convolutional neural network and decoder 
models sequence based on long-term and short-term memory network. Because 
the data set of Chinese abstracts is limited, the generalization of neural networks 
is reduced by using a cooperative training method, so the three neural networks 
are trained separately on different data sets. For sufficiently large summary data 
sets, collaborative training is an ideal choice.  

3.3.2. Dual Attention Mechanism 
For visual feature IV  and text feature IW , the description generation network 
RNN ( ,I IV W ) based on dual attention mechanism completes the mapping of 

,I I IV W S→ , where IS  is the Chinese description of image I. In this paper, 
long-term and short-term memory network is used to model the abstract gener-
ation process. The calculation process of network t-time is  
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( )1 1 1, , ,t t t t th c LSTM x h c− − −= , as follows: d
tx R∈  is the input of t-time, d

tc R∈  
is the cell state, and d

th R∈  is the hidden cell state. ( )LSTM •  function has 
been given in 3.1, and we will not elaborate on it here. 

In this paper, 3.2 introduces the ordinary encoder-decoder framework, which 
is not discussed here. But the context vector tc  is defined in this paper. For the 
model without attention mechanism, tc  is the feature map extracted from the 
image after CNN, which is invariable. For the model with attention mechanism, 
based on hidden state, decoder will pay attention to different regions of the im-
age. tc  is the feature map extracted from the region after CNN. 

As shown in Figure 4, we set up a neural network classifier C in the model to 
judge the attention distribution of the attention model at t-time, 

( )T tanht h s t g tw W s W hβ = +                      (14) 

( )1t t t tC s cβ β= + −                        (15) 

where [ ]0,1tβ ∈  is used to control the degree to which the model focuses on 
visual feature ts  and textual features tc . When 0.5tβ ≥ , the visual features 
of the image account for a large proportion, so the classifier guides the model to 
focus on the visual features of the image. 

At the same time, attention distribution tα  of K regions in the attention 
model is also extended to tα  by splicing an element after tz : 

[ ]( )ˆ softmax ,t t tzα β=                        (16) 

where tz  is the attention distribution over the k regions of the image, and tβ  
is the classifier vector at time t. 

Finally, the probability over a vocabulary of possible words at time t can be 
calculated as: 

( ) ( )1 1log | , , , ,t t tp y y y I f C h− =                  (17) 

where f is a non-linear function of output probability ty , C is a visual context 
vector at t-time extracted from image I, and th  is a hidden state of RNN at 
t-time. 
 

 
Figure 4. Dual attention mechanism with neural network classifier. 
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4. Experiment 

The experiment in this paper uses a single Tesla K80 GPU to test on the Deep 
Learning Framework Tensorflow. In order to verify the validity of the model 
based on dual attention mechanism, this paper carries out experiments on 
Flickr8k-CN dataset, and evaluates the quality of description generation of mul-
tiple models. The models compared in the experiments include Google NIC, 
CS-NIC of Renmin University of China, CNIC of Chinese Academy of Sciences 
and DA-NIC proposed by us. These three models are the latest research results 
in this field in the past two years. 

4.1. Dataset 

The dataset used in this paper is the Flickr8k-CN [13], which is the most abun-
dant, the most descriptive language and the largest image Chinese dataset. The 
image data comes from Baidu and Google’s image database. The image descrip-
tion dataset released this time is mainly based on Chinese description sentences. 
Compared with the English data sets common to similar scientific research tasks, 
Chinese descriptions usually have greater flexibility in syntax and lexicalization, 
and the challenges of algorithm implementation are also greater. The data set 
contains 300,000 images and 1.5 million sentences in Chinese. This article fol-
lows an official approach to constructing training sets, validation sets, and test 
sets. Among them, there are 210,000 pictures in the training set, a total of 1.05 
million sentence descriptions, 30,000 pictures in the verification set and the test 
set, and a total of 150,000 sentences. The data format contains images and cor-
responding Chinese descriptions in five sentences. The following Table 1 is an 
example. 
 

Table 1. Examples of image and summary in Flickr8kCN. 

   

Description 1: In the gym, there is a man 
with sleeves up and a man in a black 
jacket looking at the same mobile screen. 
Description 2: There is a man in a black 
coat and a man in a white coat in the 
room looking at the same cell phone. 
Description 3: There are two men in 
different clothes in the room looking 
at the same cell phone. 
Description 4: In the bright room, a man 
in short sleeves and a man in white 
clothes were looking at the same cell phone. 
Description 5: A man in a short-sleeved jacket 
and a man in a white jacket stood in the room 
and looked at the cell phone together. 

Description 1: A medical worker 
and a woman in black were talking 
at a table in the house. 
Description 2: There is a man in 
white and a woman in black in the house. 
Description 3: In the bright room, a 
doctor in a white coat was sitting in 
front of a woman with her legs crossed. 
Description 4: There is a woman in a 
black jacket in the office talking to 
a doctor in a white coat. 
Description 5: In the bright room, a 
medical worker and a woman with her right 
hand on her lap were sitting in a chair. 

Description 1: In front of three people on 
the playground, a man with a pen in his 
right hand signed a child’s clothes. 
Description 2: In front of three people  
on the playground, a man in short  
sleeves signed a child’s clothes. 
Description 3: In front of three people  
on the court, a man with a pen in his  
right hand was writing on a child’s clothes. 
Description 4: In front of three people on 
the playground, a right-handed pen 
holder signed a child’s clothes. 
Description 5: In front of three people on 
the playground, a man with a pen in his  
right hand was signing a boy’s name. 
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4.2. Setup 
4.2.1. Chinese Participle 
Chinese natural language processing NLP is different from English natural lan-
guage processing. For example, in the NLP field, the word is the smallest lan-
guage unit that can be used independently. Due to the particularity of Chinese, 
Chinese needs to be able to perform subsequent NLP tasks better. Text is used 
for word segmentation and English does not need word segmentation. Chinese 
word segmentation is also a basic difference between English and Chinese NLP. 
In Chinese word segmentation task, there are two kinds of ambiguity phenome-
na: cross ambiguity and combination ambiguity. There are three major technical 
methods for solving segmentation ambiguity. Classes are rule-based methods, 
statistical-based methods, and a combination of rules and statistics. Therefore, 
we first construct the word coding matrix of the Flickr8k-CN image annotation 
set in the Chinese description dataset of Flickr8k-CN image, including text pre-
processing and word segmentation, establish a dictionary, and establish a word 
index in Chinese sentences [14]. 

Step 1: Preprocess the Flickr8k-CN image annotation set, that is, the caption 
data set in the Flickr8k-CN image Chinese description data set; 

Step 2: Using jieba to segment Chinese caption, and filtering out words with a 
frequency greater than 4 to form a word frequency dictionary; 

Step 3: Setting &lt; S&gt; and &lt; /S&gt; as the start and end identifier of the 
text occupies a word position, and the generated dictionary size is 8560; 

Step 4: Each word in the dictionary is uniquely heat-coded, the word vector 
dimension is equal to the dictionary size of 8560, and the value of the word vec-
tor is 1 to represent the index value of the word in the dictionary. 

4.2.2. Model Settings 
In this paper, a pre-trained convolutional neural network ResNet-152 is used to 
extract image features. It is a network structure that has obtained the best results 
in the image classification and detection contest of ImageNet and MSCOCO. 
Residual structure in residual network can learn residual function according to 
the input of each layer of the network. This residual function effectively solves 
the problem that the deep network model is difficult to train. It can improve the 
depth of the network and obtain high accuracy at the same time. Specifically, the 
pool5 layer of ResNet-152 is used to obtain a 2048-dimensional image feature. 

The model is trained by using RMSP optimization algorithm with attenuation 
rate of 0.9. The initial learning rate is 0.001 and the batch size is 256. 

4.2.3. Evaluation 
In this paper, the three methods of BLEU, METEOR and CIDEr [15] are used to 
evaluate the generated sentences. The BLEU method first calculates the number 
of matches between the reference sentence and the generated n-gram in the sen-
tence, and then calculates the ratio of the number of n-grams in the generated 
sentence as the evaluation index. It mainly focuses on the accuracy of the word 
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or phrase in the generated sentence. The METEOR method first uses the arbi-
trary matching method to search for the maximum value of the matching sen-
tence in the reference sentence and the generated sentence according to the exact 
matching, synonym matching and prefix matching. When the maximum values 
of the three matchings are the same, the selection button is selected. The match-
ing with the least number of intersections in the order two-two matching is used 
as the alignment; by continuously iterating, the alignment set is generated, and 
then the ratio of the number of elements in the collection to the total number of 
words in the reference sentence is used as the recall rate, and the ratio of the to-
tal number of words in the generated sentence. As an accuracy rate, the final 
value is then calculated using the harmonic mean. In addition to BLEU and 
METEOR, there is the latest CIDEr evaluation method, which uses the concept 
of “consensus” to calculate the degree of matching between candidate sentences 
and reference sentence sets, and more to reflect the semantic quality of the gen-
erated sentences. 

4.3. Results 

In this section, NIC model, CNIC model based on attention mechanism and 
dual attention model are compared and analyzed from three aspects: confusion, 
model results and model scores. In order to verify the improvement and promo-
tion of the model on the basis of this theory, in order to improve the persua-
siveness of the model in generation, this paper also compares the performance of 
the current authoritative mainstream description model in this field, so as to 
further verify the effectiveness of the model in image description. 

1) First of all, this paper compares the performance of NIC model, attention 
model and this model by using the method of reference [11] and the confusion 
of the model in the verification set. As shown in Figure 5, the NIC model of 
Google is the best in 100,000 iterations, the CNIC model based on attention is 
the best in 130,000 iterations, and the da-nic model of this paper is the best in 
110,000 iterations. Compared with the former two models, the model has better 
convergence in the training stage. 

2) This paper uses the dual attention mechanism to improve the correlation 
between the generated description sentences and images, and learn the visual 
and text attention models together to explore the subtle interaction between the 
visual and language. In order to verify whether visual attention pays attention to 
the information of image area and whether text attention plays a guiding role in 
the generated words. We try to select two representative pictures in the test set 
and put them into three models to generate descriptions. Through further analy-
sis of the description effect, we verify the richness and relevance of the model in 
generating description statements. Figure 6 shows the two images selected from 
the validation set and the generated Chinese description.  

The first NIC model in Figure 6 is described in Chinese as “standing on the 
beach by a person”. The description is too vague and vague. After joining the  
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Figure 5. Perplexity curves of three models. 

 

 
Figure 6. Example of model results. 
 
visual attention, the model notices people’s movements and behaviors, and suc-
cessfully recognizes that the person’s movements are bent and the act is picking 
up things. The appearance of actions and behaviors will affect the accuracy of 
scene recognition. Therefore, the results generated by NIC model only show the 
person in the picture, and the sentences with visual attention show that the per-
son is bending to pick up things. Compared with the results of the above two 
models, the double attention model in this paper, when describing, judges the 
image background as the setting sun, and judges it as a little girl according to the 
rough outline of the characters, and judges it as a shell picking according to the 
text attention creativity. This model improves the quality and richness of de-
scription generation. 

The Chinese description of NIC model of the second image in Figure 6 is “a 
group of people standing on the playground”. The model grasps the main con-
tents of the image “a group of people” and “the playground”, and does not cap-
ture the smaller contents such as “football” and “goal”, so the generated descrip-
tion is inconsistent with the meaning of the image. The model with attention 
mechanism focuses on the small object “football”, and judges that the group is 
playing football according to the characteristics learned before. Compared with 
the results of the above two models, the double attention model in this paper is 
better in detail description. According to the figure’s outline, we can catch that 
this is a group of little boys, and according to the color characteristics of the fig-
ure, we can divide the little boys into “red dressed” and “White dressed”. This 
model improves the level of detail description. 
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3) The evaluation scores of da-nic, NIC and CNIC are compared, and the 
comparison results are shown in Table 2 and Table 3. Through comparison, it 
can be found that da-nic model effectively improves the model of using object 
category information or scene category information as prior knowledge alone; 
on flickr8k CN data set, its bleu4 index reflecting sentence consistency and ac-
curacy is 4.4 higher than NIC model, 3.5 higher than CNIC model; on the 
rouge-l index reflecting the correlation between image and generation descrip-
tion, It is 3.9 higher than CNIC model and 5.3 higher than NIC model. In terms 
of cider index reflecting semantic richness, it is 2.1 higher than CNIC model, 7.5 
higher than NIC model, and in the same way, Bleu and cider index are higher 
than NIC and CNIC model in flickr30k CN data set. This fully demonstrates the 
effectiveness of the proposed model.  

4) In addition, the performance of the proposed model is compared with oth-
er mainstream models. As shown in Table 4, in the flickr8k CN data set, the 
performance of the model proposed in this paper exceeds the f-nic model [16] 
based on fluency guidance and the m-nic model based on multimodality in the 
reference [17] and the other two models in the cider index, the rouge-l index and 
the meter index in the bleu4 index and the rouge-l index in the flickr30k CN da-
taset. On the other hand, it performs well, surpassing the other two models, es-
pecially on the rouge-l, which improves the performance compared with the at-
tention based model, as shown in Table 5. This shows that the method used in 
this paper pays more attention to the correlation between the image and the 
generated description, and the quality of the generated sentences is also higher. 
 
Table 2. Comparison of experimental results of dual attention model and benchmark 
model on flickr8k CN dataset. 

Model BLEU-4 Rouge CIDEr 

NIC 32.7 61.1 108.1 

CNIC 33.5 62.5 113.5 

DA-NIC 37.1 66.4 115.6 

 
Table 3. Comparison of experimental results of dual attention model and benchmark 
model on flickr30k CN dataset. 

Model BLEU-4 Rouge CIDEr 

NIC 26.5 52.3 99.8 

CNIC 29.4 54.6 107.5 

DA-NIC 33.5 63.2 110.6 

 
Table 4. Performance comparison between our model and other models on flickr8k CN 
dataset. 

Model BLEU-4 Rouge CIDEr METEOR 

F-NIC 34.5 63.2 110.6 31.4 

M-NIC 33.6 65.3 109.5 32.1 

DA-NIC 37.1 66.4 115.6 32.6 
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Table 5. Performance comparison between our model and other models on flickr30k CN 
dataset. 

Model BLEU-4 Rouge CIDEr METEOR 

F-NIC 31.5 60.8 109.5 23.7 

M-NIC 29.1 58.1 107.6 22.5 

DA-NIC 33.5 63.2 110.6 25.3 

 
Table 6. Visualizations of dual attention layers. 

A 

   

 
(Four boys play volleyball 

on the beach at sunset) 
(Boy) 

(Volleyball) 
(Four) 

 Original image Visual attention Text attention 

B 

   

 
(A little girl in blue belt trousers 

is walking on the grass with a dog) 
(Little girl) 

(Dog) 
(Blue belt trousers) 

 Origin image Visual attention Text attention 

4.4. Visualizations of Dual Attention Layers 

In this paper, we use the dual attention mechanism to guide the correlation be-
tween the generated description sentences and images. In order to verify wheth-
er the attention mechanism pays attention to the image region information, and 
whether the region information plays a guiding role in the generated words, we 
try to use the hot spot map to visualize and view the image region of interest. 
Table 6 shows the two images selected from the validation set and their gener-
ated focus visualization images. 

In the above-mentioned attention visualization hot spot graph, the bright col-
or indicates the area to be concerned, and the dark color indicates the area to be 
ignored. The scene of figure A is very dark and the characters are very small, 
which is difficult to describe accurately. However, through the attention me-
chanism, we can successfully focus on the four boys, volleyball and other enti-
ties, figure B shows the area of little girl, dog, blue belt pants and so on. 

5. Conclusion 

In this paper, an image Chinese description model is built using large-scale 
Chinese datasets obtained from machine translation. Aiming at the problem 
that the image description does not match the image style, a dual attention 
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mechanism is proposed to improve the quality of sentence generation. Experi-
ments on Flickr8k-cn data set show that the dual attention mechanism of image 
and text can effectively improve the quality of final sentence prediction. Com-
pared with the Google NIC model guided by attention mechanism, the CIDEr 
index on the Flickr8k-cn was increased from 108.1 to 115.6 [10], and on the 
manual translation test set, the CIDEr index on the Flickr8k-cn was increased 
from 27.9 to 31.5. At the same time, experiments show that dual attention me-
chanism can further improve the quality of final prediction sentences, which in-
dicates that image description model still has a lot of room to improve. Image 
description should not be limited to one sentence, but should be combined with 
image time and scene to enhance the richness and comprehensiveness of image 
description text. This is also the future research work. In addition, the following 
work applies the model to the current popular AI Challenger Chinese image data 
set. 
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