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Abstract 
Genome-wide epigenomic datasets allow us to validate the biological func-
tion of motifs and understand the regulatory mechanisms more comprehen-
sively. How different motifs determine whether transcription factors (TFs) 
can bind to DNA at a specific position is a critical research question. In this 
project, we apply computational techniques that were used in Natural Lan-
guage Processing (NLP) to predict the Transcription Factor Bound Regions 
(TFBRs) given motif instances. Most existing motif prediction methods using 
deep neural network apply base sequences with one-hot encoding as an input 
feature to realize TFBRs identification, contributing to low-resolution and 
indirect binding mechanisms. However, how the collective effect of motifs on 
binding sites is complicated to figure out. In our pipeline, we apply Word2Vec 
algorithm, with names of motifs as an input to predict TFBRs utilizing Con-
volutional Neural Network (CNN) to realize binary classification, based on 
the ENCODE dataset. In this regard, we consider different types of motifs as 
separate “words”, and their corresponding TFBR as the meanings of “sen-
tences”. One “sentence” itself is merely the combination of these motifs, and 
all “sentences” compose of the whole “passage”. For each binding site, we do 
the binary classification within different cell types to show the performance of 
our model in different binding sites and cell types. Each “word” has a corres-
ponding vector in high dimensions, and the distances between each vector 
can be figured out, so we can extract the similarity between each motif, and 
the explicit binding mechanism from our model. We apply Convolutional 
Neural Network (CNN) to extract features in the process of mapping and 
pooling from motif vectors extracted by Word2Vec Algorithm and gain the 
result of 87% accuracy at the peak. 
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1. Introduction 

Motifs are significant in gene regulation, constructing genetic regulatory net-
works, and help us identify certain functions of each gene, which is also helpful 
for discovering the causes for human diseases. TFs can control the expression 
process of genes with various mechanisms, and motifs summarize TF sequence 
specificity. The same motif contained in the genes suggests that these genes may 
have similar functions. The motif discovery has been challenging, and there are 
several de novo tools for this, for example, AlignACE, MEME, Weeder, and 
Trawler, giving us access to TF binding information in whole-genome scale, 
which allows us to predict TFBRs, and capture more TF binding features. There 
are more papers to provide datasets and methodologies to predict TFBRs [1] [2] 
[3], providing us more information. 

The word2vec algorithm transform words to vectors in high dimensions, 
which helps to cluster the feature of similarity, then the distance between each 
word can be presented. It has been a common way applied in the natural lan-
guage processing. One paper [4] uses word2vec to find the semantic feature in 
Chinese language. In our paper, it is also utilized to identify the correlation be-
tween each motif. If two motifs appear jointly in different binding sites more 
frequently, then the distance between their corresponding vectors is shorter.  

With recent advances in technology, deep neural network has also achieved 
outstanding performance in solving computational problems, and it has shown 
priority in dealing with large datasets, enabling us to find the hidden structure 
within them and thus making proper predictions [5]. In the field of NLP, a paper 
proposed a method of text classification combining CNN with BiLSTM [6]. In 
addition to this model, a recent study concerned with TFBR prediction is 
DESSO, which implements the CNN-RNN hybrid model to predict the possible 
sites with both base sequences and DNA shape features [2]. Another paper [7] 
makes predictions of binding proteins by deep learning framework, and identi-
fies bound positions.  

Our project is to predict TFBRs, given the motif instances from the dataset as 
an input in our model. We applied Word2Vec algorithm in our model to trans-
form motifs into vectors, and use the vectors as inputs of our deep learning 
model. We use CNN to fulfill the task of binary classification, which is to predict 
whether the combination of given motifs will be one certain TF bound region. 
When the size of our positive samples and negative samples are approximately 
equal (On the TF Bound Region CTCF), the accuracy reaches 87% when it is op-
timal. However, when we apply the same model on other different TF Bound 
Regions, our model would have lower credibility due to the insufficient number 
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of positive samples. 

2. Method and Materials 
2.1. Datasets 

Our dataset comes from the paper of Pouya Kheradpour and Manolis Kellis [8], 
and we use the exp-regions-motif datafile on this website, which records all 
TFBRs and their corresponding motifs, for each human chromosome (1 to 22, X 
and Y). The same transcription factors (TF) can have various binding sites. After 
we remove TFs without matching motif, there are 71481 lines of data in total, 
and each line in our dataset contains the information for name of the TF, its 
binding site, location, and motif instances appearing in this region. In our expe-
riment, we only apply the names of TFs and motifs in the corresponding TFBR. 
For each TF name and motif name, the mapping scheme, and the motif occur-
ring order on the positive strand of DNA sequence are followed by underscores 
respectively. To simplify the data, we only reserve the part before the first un-
derscore of these names, based on cell types and motif patterns, and finally we 
have 244 motif patterns. 

Counting the times of each motif pattern appearing in each TFBR, we then 
have a matrix recording the information. To visualize, we plot motif instances 
with Bound Regions (Figure 1) in the resulting matrix. Every column stands for 
one TFBR, while every row of the figure stands for the distribution of every mo-
tif in all TFBRs. From the figure, we find some columns are in a redder color, 
which implies that some TFBRs have more binding sites, so that they can be ap-
propriate positive samples. Some rows are in a redder color, which implies that 
these motifs almost interact with other motifs in almost every TFBR. After sta-
tistical selection, we choose CTCF to start with, which has the most enrichment. 

2.2. Feature Engineering 

We regard motifs as “words”, and the combination of motifs in one specific 
TFBR as one “sentence” and concatenate these “sentences” as a “passage” to form 
our corpus. Then we apply Word2Vec algorithm to obtain the word vectors for 
each motif to describe the features. 

From the heat map, intuitively we notice that the distribution of motifs for 
each TFBR varies, so we apply the method in Skip-Gram model [9] [10] to gen-
erate motif vectors because appearance frequency of certain motifs is very low 
(Figure 2). With Skip-gram model to find representation of motif patterns in the 
vector space, we can predict surrounding motif patterns in context. Given a se-
quence of training motif patterns 1 2 3, , , , Tm m m m  and the size of training 
context c, the goal of the Skip-gram model is to maximize the average log proba-
bility 

( )1 , 0

1 log |T
t j tt c j c j p m m

T += − ≤ ≤ ≠∑ ∑                  (1) 
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Figure 1. Distribution of Motifs in each TFBR. 
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In our task, we assign each motif pattern with 200 features, so the corres-
ponding vector has 200 dimensions. Therefore, the hidden layer can be 
represented by a weighted matrix with 244 rows and 200 columns, one column 
for each hidden neuron. The output is a one-dimensional vector with 244 en-
tries, containing the probability for each motif pattern having the same type as a 
randomly selected nearby motif pattern (see in Figure 2). 

We use hierarchical softmax to calculate the probability: 

( ) ( ) ( )( )( )
( )

1 T
,1| , 1 ,L m

I mIn m jjp m m n m j ch n m j v vσ−

=
′= + = ⋅∏  

 

 

       (2) 

where ( ),n m j  is the j-th node on the path from the root to m, and L(m) is the 
length of this path. Besides, for any inner node n, ( )ch n  is an arbitrary fixed 
child of n and 

 

x  is 1 if x is true and −1 otherwise. ( ) ( )( )1 1 expx xσ = + − . 
Every row in hidden layer weight matrix is a word vector that represents a 

specific motif pattern (see in Figure 3). 
 

 
Figure 2. Illustration of the Skip-gram model architecture. 

 

 
Figure 3. In the hidden layer weight matrix, each column represents the hidden layer 
neurons’ weights of one motif pattern. In the word vector lookup table, each row 
represents each motif pattern in the vector space. 

https://doi.org/10.4236/jilsa.2020.121001


R. X. Chen et al. 
 

 

DOI: 10.4236/jilsa.2020.121001 6 Journal of Intelligent Learning Systems and Applications 
 

Then we apply Principal Components Analysis (PCA) to reduce the dimen-
sions of vectors from 200 to 2. Assume that our motif pattern vector is lx , and 
we combine all the vectors (Assume we have n vectors) into one matrix X(n, 
200) and we want to project x in a certain direction with a unit vector v. The 
vector after PCA is z, and all the word vectors are matrix Z(n, 2). We can get 
from the assumption that for each iz , 

T
Tl

i l= =
x v

z x v
v

                         (3) 

We could have different outcomes z after PCA, due to the different direction 
of vector v . Now before we start, we also need to mean-center our word vec-
tors.  

∗ = −X X X                          (4) 

So that now we have ( ) ( ) 0E E∗ = =X Z . 
Now we need to find an appropriate direction of unit vector v  that max-

imizes the variance of Z. The reason why we want to maximize the variance is 
that we need to keep information as much as possible after the reduction of di-
mensions, and make our data points as scattered as possible. 

( ) ( )( ) ( )2 2 T T T
1 1

1 1 1 1var n n
i ii iE

n n n n= =
= − = = =∑ ∑Z z Z z z z v X Xv     (5) 

Hence, the maximization problem becomes, 

T T T1max s.t 1
n

  = 
 

v v X Xv v v                   (6) 

We use the method of Lagrange Multipliers. Assume: 

( )T T T1 1L
n

λ= − −v X Xv v v                    (7) 

To have maximum value of L: 

T T2 12 0L
n n

λ λ∂
= − = ⇒ =

∂
X Xv v X Xv v

v
             (8) 

If we assume T1S
n

= X X , then we can have S λ=v v .  

Apparently, v  is the eigenvector while variance of Z  is maximized, and 

after the eigenvalue decomposition of matrix T1
n

X X , we can have our result  

matrix Z . Then we use the 2-dimensional vectors z  to draw the scatter plot 
(Figure 2). The figure illustrates ability of the Skip-gram model to automatically 
organize concepts and learn the implicit relationships between different types of 
motif instances. 

Result in the scatter plot (Figure 4) below shows the distance representing 
how often the motifs are bound in one specific TFBR, or CTCF in our case. If 
vectors for two motif instances have less distance from each other, they are more 
likely to combine and work at the same time. We choose some motifs and show 
their DNA sequences, and we draw the conclusion that motifs with closer dis-
tance also have similar structures. 
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Figure 4. Two-dimensional PCA projection of the 200-dimensional Skip-gram vectors of motif instances. 

2.3. Model Structure 

After we have 200-dimensional vectors, we apply Convolutional Neural Network 
(CNN) in one dimension for the sequential information and to fulfill the task of 
binary classification by extracting more features from the input. Firstly, we use 
an embedding layer to map each motif with its corresponding 200-dimensional 
vector, and input is all types of motif patterns (244 in total). For the second layer 
and before the last layer, we apply dropout to reduce calculating cost and avoid 
overfitting. Then, to extract main features and correlations between motif pat-
terns and reduce parameters in calculation, we employ one-dimensional convo-
lutional layer and max pooling layer respectively for three times. We also use 
flatten layer as a connection to transform the data into the form of input for the 
dense layer, which is also known as fully-connected layer. In order to output 
one-bit value for the binary classification, we choose sigmoid function as the ac-
tivation function of last layer, and ReLU unit in other layers (see in Figure 5). 

3. Results and Discussion 

Our CNN model examines whether the bound region is of one particular TF or 
not, therefore it helps to predict bound regions based on motif patterns. We ap-
ply our model first on the bound region of transcription factor CTCF, then on 
all other TFBRs in our dataset. 

3.1. Experiment Setup 

In our project, our dataset are randomly split for training (90%) and test (10%). 
The batch size is set to 128.Ourmodel is implemented using Python 3.6 and 
Keras framework. We used Graphics Processing Unit (NVIDIA GeForce GTX 
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1050Ti) to accelerate the computation. 

3.2. Binary Classification on CTCF 

First, we start to do the binary classification on binding region of CTCF, which 
accounts for the largest portion of all TFs (Figure 6). As expected, our CNN  

 

 
Figure 5. CNN architecture with the specific layer configuration above each layer. 
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Figure 6. Amount of each transcription factor. 

 
model extracts feature of motif patterns easily. When the epoch reaches 40, our 
model accuracy on the training set stabilizes, higher than 88%. The accuracy on 
our test reaches optimal at around the 20th epoch (in 100 epochs), which is 87%, 
and the loss increases after this point (see from Figure 7 and Figure 8). Similar 
results on both the accuracy and loss (Figure 9 and Figure 10) are achieved by 
RNN model for comparison (Figure 11). However, compared with the CNN 
model, the RNN model is more time-consuming for the same number of epochs 
(100 epochs), about 10 times of CNN. The reason for this is that every time after 
mapping and pooling, size of the data to be processed by the network reduces. 

3.3. Binary Classification on All TF Bound Regions 

We also do binary classifications for other TF bound regions (Figure 12). RAD21 
takes the second largest portion, and the corresponding number is about 4000, 
less than the 0.2 times of CTCF. The training performance is evaluated by the 
accuracy of CNN binary classification model on each TFBR. Under this metric, 
our model performs least satisfactory on CTCF. The appearance of this binding 
site is more frequent, which means more combinations of different motifs, lead-
ing to the increasing difficulty of prediction. The appearing frequencies of other 
TFBRs are greatly less, compared with that of CTCF, generally. For each TFBR, 
the accuracy of our model exceeds 80%. For some regions with less data, for 
example, RDBP and ESRRA, the accuracy reaches nearly 100%.  

Our CNN model for binary classification can reach weighted average accuracy 
to 92.7165% for all 122 TFBRs. Although with larger data, the accuracy of our  
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Figure 7. Accuracy of CNN Modelon CTCF dataset. 

 

 
Figure 8. Loss of CNN Modelon CTCF dataset. 

 

 
Figure 9. Accuracy of RNN model on CTCF dataset. 
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Figure 10. Loss of RNN model on CTCF dataset. 

 

 
Figure 11. Structure of the RNN model in our contrast experiment. 

 

 
Figure 12. Training performance of each TF. 
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model decreases, its performance in CTCF also reaches 84.233% (using early 
stop), and the optimal accuracy is 87% (in 100 epoch) which has the most num-
eral data. 

4. Conclusion and Future Goals 

We present our dataset, the motif enrichment of each binding site (in Figure 1). 
Redder columns imply more binding sites, as positive samples, and redder rows 
stand for more interactive motifs in every TFBR. To downsize our raw data, we 
group motif instances to motif patterns, and divide TFBRs according to the cell 
type. We use Word2Vec algorithm to transfer each motif pattern in TFBRs to a 
200-dimensional vector, and their relative distance is shown in Figure 4. From 
the distribution of motif vectors, we can see the structure and function of motifs 
within shorter distance are more similar, and they are expected to work together. 
Compared with RNN model, our CNN model achieves the similar performance 
on our dataset, but saves more calculating resources. Our study result clearly 
elucidates relationship between different motif patterns, and distribution of 
these patterns in various TFBRs. Another contribution is that after our model 
learns the relationship between motif patterns and TFBRs, it successfully pre-
dicts whether the TF will bind with the DNA sequence or not. 

In this project, to reduce the data, we utilize datasets of Chromosome 21, the 
shortest chromosome of human. In the future, we hope to expand the datasets to 
all chromosomes of human. Limitation of our model is that some information 
may be lost in the process of mapping and pooling of CNN, so we hope to con-
tinue adjusting the structure of our model or applying a more advanced struc-
ture to prevent loss of information from datasets. We will also try to implement 
RNN model to all other TFBRs. For the input of feature, we only consider the 
motif patterns, and we hope to add more factors, for example, epigenomics and 
comparative genomics, so that other decisive factors of TFBRs can be figured out. 
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