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Abstract 
The increasing demand for energy has intensified recently, requiring alterna-
tive sources to fossil fuels, which have become economically and environ-
mentally unfeasible. On the other hand, the increasing land occupation in re-
cent centuries is a growing problem, demanding greater efficiency, particu-
larly in the reuse of abandoned areas, which has become an alternative. An 
interesting alternative would be installing energy facilities like solar, wind, 
biomass, and geothermal, in these areas. The objective of this paper is to de-
velop a classification methodology, based on Artificial Intelligence (AI) and 
Quantum Theory (QT), to automatically carry out the classification of aban-
doned areas suitable for the settlement of these power plants. Artificial Neural 
Networks (ANNs) improved by the hybrid algorithm Quantum-behaved Par-
ticle Swarm Optimization (QPSO) together with the Levenberg-Marquardt 
Algorithm (LMA) were used for the classification task. In terms of Mean 
Squared Error (MSE), the QPSO-LMA approach achieved a decrease of 19.6% 
in relation to the classical LMA training with random initial weights. Moreo-
ver, the model’s accuracy showed an increase of 7.3% for the QPSO-LMA 
over the LMA. To validate this new approach, it was also tested on six differ-
ent datasets available in the UCI Machine Learning Repository and seven 
classical techniques established in the literature. For the problem of installing 
photovoltaic plants in abandoned areas, the knowledge acquired with the so-
lar dataset can be extrapolated to other regions. 
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1. Introduction 

The growing demand for energy has intensified in recent decades [1], requiring 
alternative sources to fossil fuels [2], which have become economically and en-
vironmentally unfeasible [3] [4] [5] [6]. In addition, the increasing occupation of 
urban and rural space in recent centuries has become a problem [7] [8] [9], re-
quiring greater efficiency in territorial occupation, especially in the reuse of 
abandoned areas, one of the major current challenges [8] [10]. This problem is 
more serious when these areas are large and contaminated, constituting a risk to 
the environment, health and the economy [8] [11] [12]. Therefore, renewable 
energies, such as solar energy, have proved to be feasible alternatives that enable 
productivity and social and environmental wellness [13]. They are abundant, 
clean and, above all, free [14] [15] [16], and can be used in energy generation 
projects in areas that are currently unused, reconciling the demand for energy 
and the recovery of these areas. 

These abandoned areas, contaminated by substances harmful to the environ-
ment and human health, have attracted the attention of governments and 
non-governmental organizations [17] [18] [19]. Examples can be cited, such as: 
abandoned mines, generally contaminated by heavy metals [20]; brownfields, 
which are abandoned industrial or commercial installations [21]; areas of the 
Superfund, an American federal government program for locating and cleaning 
up contaminated areas [22]; landfills, mainly for the disposal of food leftovers 
and packaging [23]; and areas for solid waste, as defined by the Resource Con-
servation and Recovery Act [24]. 

Today, around the world, there is installed power of approximately 2180 GW. 
Together, all the 81,533 points analyzed in this work have an estimated potential 
of more than 6775 GW, approximately 3 times what is generated worldwide. 
This potential is equivalent to over 44,000,000 tons of carbon dioxide (CO2) that 
would no longer be released into the atmosphere only by the United States (cal-
culated using the Environmental Protection Agency, EPA’s, AVoided Emissions 
and geneRation Tool, AVERT). There are over ten million jobs in the renewable 
energy sector. With the creation of renewable projects in areas that are currently 
out of use, it would be possible to multiply this number, making a positive im-
pact on the environment, the economy and society. Currently, renovation 
projects in these areas are poorly prepared, without the use of automation and 
data analytics in the decision-making process, which leads to mistaken and often 
inefficient choices [25]. 

The objective of this paper is to develop a classification methodology, based 
on Artificial Intelligence (AI) and Quantum Theory (QT), to automatically carry 
out the classification of abandoned areas suitable for the settlement of these 
power plants. The main innovation of this work is the optimization of the initial 
weights of the ANN using the Quantum-behaved Particle Swarm Optimization 
(QPSO) metaheuristic together with the Levenberg-Marquardt Algorithm 
(LMA), called QPSO-LMA algorithm. This innovation will be tested using the 
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classification problem of abandoned areas suitable for solar energy facilities as 
well as another six classic problems from the literature. The results will also be 
compared with seven classification algorithms established in the literature. 

The main contributions of this article are: 
 Improvement of Artificial Neural Network (ANN) performance by optimiz-

ing initial weights using the Quantum-behaved Particle Swarm Optimization 
(QPSO); 

 Automatic selection of suitable areas for the implementation of renewable 
energy projects. 

This paper is organized as follows. Section 2 presents the theoretical frame-
work of AI and the QPSO algorithm. The methodology for the proposed prob-
lem is presented in Section 3. Section 4 shows the results and a discussion about 
them for the set of solar data; besides, this section shows six datasets from the li-
terature and other seven classical algorithms used for comparison and validation 
of the proposal. Finally, the conclusions are presented in Section 5. 

2. Theoretical Framework 

Traditional AI aims to represent intelligent behaviors through exact and com-
plete representations of knowledge. However, many real-world problems cannot 
be described exactly, or the appropriate knowledge of their operation is not 
available (they are “black boxes”). Computational Intelligence (CI) emerged as a 
solution to these difficulties, without requiring much a priori knowledge of a 
problem, producing robust and adaptable (flexible) solutions for diverse scena-
rios [26]. 

The field of CI involves paradigms of Computational Science and Operational 
Research with a view to implementing systems that represent intelligent beha-
vior (which may be defined as the ability to learn and apply this learning to new 
scenarios) in complex decision-making processes. Of these paradigms, those in-
spired by nature are predominant, such as ANN, Fuzzy Systems (FS) and Evolu-
tionary Computation (EC), in addition to hybrid systems, which have advantag-
es such as flaw tolerance and incompleteness or inaccuracy of the data used as an 
input for the algorithms [27]. 

The strategy that is generally used in CI is the use of approximation tech-
niques that find partial or even incomplete solutions in a feasible space of time 
and at an acceptable computational cost, because they generally involve high 
dimensionality problems with many instances [28]. 

One type of problem addressed by the CI is the pattern classification problem, 
such as text recognition [29] [30], image recognition [31], classification of bone 
fractures [32] [33], endometriosis [34], arrhythmia [35] [36], mineral quality 
[37] and the identification of medicinal herbs [38], to name a few. Among the 
many techniques available to address classification problems, we may cite Naïve 
Bayes [29] [39], Decision Trees [40] [41] [42], Support Vector Machines [42] 
[43], Gaussian Process Classification [44] [45] [46], k-Nearest Neighbors [47] 
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[48] [49] [50], Ensemble methods [51] [52] [53] and Artificial Neural Networks 
[54] [55] [56] [57] [58]. 

2.1. Artificial Neural Networks (ANNs) 

This work will focus on ANNs, as they have advantages such as error tolerance 
and adaptive learning [59], besides difficulties that could be explored to increase 
their accuracy [60]. Of these difficulties, we will specifically address the initiali-
zation of neural weights, components that store knowledge and are changed 
during network training [61] [62] [63] [64]. 

As optimal synaptic weights are difficult to find using analytical methods, it is 
necessary to use local or global iterative optimization methods [65] to obtain 
them. Gradient based training algorithms are widely used due to their effective-
ness [65]. However, they converge slowly and often cannot escape from local 
minimums [66]. 

Historically, synaptic weights were initiated with equal values, which led to 
their collective convergence, obtaining undesirable outcomes [67]. To break this 
symmetry, the random initiation method in one defined interval was proposed 
by Rumelhart, Hinton and Williams (1986) [68], although randomness has been 
present in ANNs since the Perceptron model, which assumed random connec-
tions between neurons [69]. 

The appropriate initialization of the synaptic weights in the network can re-
duce the training time and avoid the much undesired local minimums [70] [71] 
[72] [73], emphasizing that this parameter (synaptic weights) has the greatest ef-
fect on the performance of ANNs [74]. Many methods have been developed with 
a view to overcoming these difficulties, such as those that involve least squares 
and interval analysis. These methods have been effective in reducing the initial 
error, although these have proved to be unstable and very often incapable of 
overcoming local minimums [75]. Therefore, the study of new initialization 
techniques for ANNs is a very promising field and is the purpose of this article. 

One aim of this paper, as already mentioned, is to improve the accuracy of 
feedforward multilayer perceptron trained with the LMA, which is widely used 
in ANN training [76] [77], by the optimization of the initial weights using the 
QPSO metaheuristic (approach called QPSO-LMA). In other hybrid approaches 
found in the literature, differently from the one used here, metaheuristics are 
mainly used for tuning ANN parameters or in search of the optimal final weights 
of the network [78]-[83]. 

2.2. Particle Swarm Optimization (PSO) 

PSO is an evolutionary optimization algorithm proposed by Kennedy and Eber-
hart in the 1990s [84] that uses swarms of particles in its search for the global 
optimum for a given problem. It was inspired by the social behavior of animals 
in search of food or prey [28], having as characteristics robustness and efficiency 
in the search for the global optimum [85]. PSO has been used in many fields of 
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knowledge, such as vehicle routing, multi-objective optimization and control 
systems [86]. 

The search process performed by the algorithm consists of N particles explor-
ing the neighborhood of the swarm and returning information to their neigh-
bors. It can also be understood as a process that combines searches based on the 
gradient and on populations, requiring that the function to be optimized should 
be of the type : Df →   [28] [87] [88], where D is the dimension of the 
problem. 

Each particle in the swarm will update its velocity and position according to 
Equations (1) and (2), where ω corresponds to the inertia weight, Cp and Cg are 
the cognitive learning rate and the social learning rate, respectively, and 1φ  and 

2φ  are uniformly distributed random values in the interval [0, 1]. 

( ) ( )1 1 2i i p i i g i iV V C pbest X C gbest Xω φ φ+ = ⋅ + ⋅ − + ⋅ −          (1) 

1 1i i iX X V+ += +                           (2) 

in Equation (1), pbest and gbest are the memory of the best solution achieved by 
the particle and by the swarm, respectively. 

One of the main disadvantages of the classical version of the PSO algorithm is 
the selection of its free parameters ω, Cp and Cg, which leads to longer processing 
time and still does not guarantee convergence to global minimums [89]. 

2.3. Quantum-Behaved Particle Swarm Optimization (QPSO) 

In the quantum version of the PSO algorithm, the state of the particle is given by 
a wavefunction ( ),x tψ , instead of its trajectory (velocity and position). In the 
quantum realm, the term trajectory is meaningless because of the uncertainty 
principle [61]. The probability that a particle is in each position can be calcu-
lated from its probability density distribution ( ) 2

,x tψ . 
Employing the Monte Carlo method, the particles update its position accord-

ing to Equation (3) [90]: 

( )
( )

1

1

ln , if 0.5

ln , i 0.51 f

1i i i

i i i

X p Mbest X u k

X p Mbest X u k

β

β
+

+

 = + ⋅ − ⋅ <


= − ⋅ − ⋅ <
           (3) 

where β is the contraction-expansion coefficient [91], u and k are random num-
bers in the range [0, 1], generated from a uniform distribution. The global mean 
best (Mbest) of the population is defined as the mean of the pbest positions of 
the swarm. 

The contraction-expansion coefficient β is the only parameter to be tuned in 
the QPSO algorithm, and this can be done through Bayesian optimization [92]. 
The local attractor [91] to guarantee convergence of the QPSO algorithm [93] is 
defined by Equation (4). 

( ) ( )1 2 1 2p pbest gbestϕ ϕ ϕ ϕ⋅ ⋅= + +                (4) 

where 1ϕ  and 2ϕ  are random numbers generated from a uniform distribution 
in the range [0, 1]. Alternatively, these numbers can be generated from a positive 
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Gaussian distribution with zero mean and unit variance, which leads to a large 
number of small amplitudes in the movement of the particles [93]. 

QPSO algorithm is proven to be more effective than other implementations of 
evolutionary algorithms in most scenarios [90] [94] [95] [96] [97]. In this work, 
the QPSO algorithm was tested in a more complicated RNA optimization prob-
lem and its performance was compared to other methods established in the lite-
rature. 

2.4. Hybrid Fuzzy C-Means (HFCM) 

As the classic Fuzzy C-Means (FCM) algorithm assumes the random initializa-
tion of the fuzzy partition matrix, a hybrid metaheuristic approach (HFCM) was 
used with a view to increase the convergence speed of the clustering algorithm. 
In this work, we used the Differential Evolution metaheuristic for the initializa-
tion of the fuzzy partition matrix ( 0µ ), since experiments indicated that this 
metaheuristic can increase up to 23.3% the training speed of the algorithm [98]. 
The pseudocode of the HFCM algorithm used for this task is shown in Algo-
rithm 1.  

In Algorithm 1, [ ]0,1ijµ ∈  is the fuzzy partition matrix ( 1 1,C
ijj iµ

=
= ∀∑ ) for 

the ith instance (N observations) and the jth centroid (C centroids, in the inter-
val [ ]2, N ), whose 𝑚𝑚 determines the fuzziness of the clustering, usually set in 
the range [ ]1.25,4 , with 2m =  being the general value [99] [100] [101]. 

2
i jx c−  is the squared Euclidean distance between the instances ix  and the 

centroids jc . 
 
Algorithm 1. HFCM algorithm. 

 Input: , , , iterationsClusters m Improvement Max  

 Output: bestµ  

1. ( )0 ,Metaheuristic Clusters mµ ←  

2. while ( )StopCondition¬  

3. 
1 1

N m m
j i i iji i

N

jc xµ µ
= =

=∑ ∑  

4. if ( ) ( )( )1t t iterationsCost Z Cost Z Improvement Max−− < ∨  

5. Stop 

6. Else 

7. 
12

1
1

m

i j
ij k

i k

C x c
x c

µ
−

=

 −
 =
 − 

∑  

8. end 

9. best ijµ µ←  

10. end 

11. Return ( )bestµ  
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3. Methodology 

In this section, the methodology used in the work is presented, along with the 
QPSO approach used for ANN initialization (Figure 1). 

The methodology was proposed in five main stages: data selection, pre-processing, 
transformation, data mining and evaluation of the results. In the selection stage, 
the data were collected from government databases and selected for use in the 
proposed algorithm. The pre-processing involved filling in missing and remov-
ing correlated variables. In the third stage, transformation, the data was norma-
lized to be used as input to the ANN. The data mining stage represents the ex-
ecution of the algorithms and, finally, the results were analyzed. 

3.1. Data Collection and Pre-Processing 

The solar dataset used in the problem was obtained from the website of the 
United States Environmental Protection Agency (EPA). The agency oversees the 
RE-Powering America’s Land initiative, which identifies abandoned areas with a 
potential for recovery and the implementation of renewable energy projects. 

With the RE-Powering Mapper tool, it is possible to visualize and download 
information on renewable energy potential in contaminated lands. Using 
screening criteria developed in collaboration with the National Renewable 
Energy Laboratory (NREL) and other state agencies, the EPA has pre-screened 
over 81,000 sites (at the time of this research) for their renewable energy poten-
tial. RE-Powering Mapper features include: 
 Screening results for over 81,000 sites for solar, wind, biomass, or geothermal 

energy; 
 Search options by a number of attributes including state, acreage, renewable 

energy capacity, distance to nearest urban center, and other means; 
 Site-specific screening reports; 
 Links to the EPA or state program managing the site clean-up. 

The raw data totals 81,533 instances, each of which has 13 independent va-
riables, in addition to 3 dependent variables. The independent variables are: 

1) Latitude; 
2) Longitude; 
3) Area, in m2; 

 

 
Figure 1. Methodology phases. 
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4) Direct Normal Irradiance (DNI), in kWh/m2/day; 
5) State of the nearest substation (Project or Working); 
6) Voltage of the nearest substation, in kV; 
7) Distance to the nearest substation, in miles; 
8) State of the nearest transmission line (Project or Working); 
9) Voltage of the nearest transmission line, in kV; 
10) Distance to nearest transmission line, in miles; 
11) Distance to nearest road, in miles; 
12) Population of nearest urban area; 
13) Distance to the nearest urban area, in miles. 
The dependent variables have to do with the potential of the location for pho-

tovoltaic solar facilities. These areas can be classified into three types: 
1) Off-grid: units that do not normally export generated energy to the electric-

ity system and whose solar irradiance is at least 2.5 kWh/m2/day; 
2) Large scale: with at least 300 kilowatts (kW) of power in areas of at least 

8000 m2, no farther than 1.6 km from transmission lines and minimum solar ir-
radiance of 3.5 kWh/m2/day; 

3) Utility scale: operating on a scale of megawatts (MW) in areas larger than 
160,000 m2 where the availability of solar irradiance is greater than or equal to 5 
kWh/m2/day and at up to 16 km from the transmission lines. 

Of the 81,533 points analyzed, one or more of the variables were lacking for 
32,429 data points, which needed to be filled. To make up for this deficiency, the 
average of each variable could be used, which might lead to discrepancies, as the 
range of the set was significant. With this in mind, it was proposed that the in-
stances could be clustered into smaller sets, using the HFCM algorithm [98], 
with a view to reducing the scope of each variable in order to perform linear in-
terpolation to supply the missing data. 

The new generated data have a lower variance compared to those generated by 
an interpolation performed for the whole set at once, without the linear interpo-
lation carried out in each cluster. As the Neural Networks demand that all va-
riables have the same dimension in the training and testing phases, it was neces-
sary this stage of data preprocessing. 

Compared to the use of a complete data set, without missing data, a deteriora-
tion in the results and a consequent loss of accuracy can be assumed. Therefore, 
this preprocessing phase is important in reducing this deterioration. 

It was necessary that no variable, in each instance of any of the clusters, 
should be left empty. At the same time, the clusters had to be small enough to 
minimize distortions. Therefore, after many preliminary tests, the number of 
clusters was experimentally set at 200, with the number of instances per cluster 
varying from 42 to 1863, with an average of 407. The clusters that were formed 
allowed a reduction in the amplitude of each variable, making the interpolation 
of the missing data more realistic. 

A correlation analysis was conducted of 11 variables (from numbers 3 to 13, 
showed at the beginning of this section, because the variables 1 and 2, 
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representing latitude and longitude, were not considered for the classification 
analysis). A correlation of 91% between variables number 10 (“Distance to near-
est transmission line”) and number 11 (“Distance to the nearest road”) was 
found. To avoid the occurrence of multicollinearity, variable number 11 was 
removed from the classification model, since it is less related to the approached 
problem. 

After collection and preprocessing, the data were separated into input and 
target sets for the ANN initialized by the QPSO algorithm, using the holdout 
strategy, considered one of the most reliable when estimating the accuracy of a 
predictive model [102]. The data were divided into two sets, training and test, 
with 50% of the data in each, randomly selected, with a view to a more secure 
evaluation of the quality of the classification and greater computational simplic-
ity in relation to the k-fold cross-validation [103] [104] [105]. For equivalence, 
Bayesian Regularization was used in the neural network, which dispenses with 
the use of the validation set. 

3.2. Proposed Algorithm (QPSO-LMA ANN) 

The proposed initialization process consists of minimizing the mean squared 
error (MSE) between the target values of the ANN and the values predicted dur-
ing the learning process, using the QPSO algorithm, called here by QPSO-LMA 
ANN, or simply, QPSO-LMA. The set of weights and bias, w, corresponds to the 
position of the particles to be optimized by the QPSO algorithm (w is initialized 
as an array of random values). 

In the pseudocode shown in Algorithm 2, H is the number of neurons in the 
hidden layer, N is the swarm size for the QPSO algorithm, D is the dimension of 
the problem (function of the number of variables in the problem: inputs and  
 
Algorithm 2. QPSO pseudo code for ANN initialization. 

 Input: , , , ,input target H iter N  

 Output: ,bestw output  

1. ( )i size input←  

2. ( )t size target←  

3. ( ) ( )1 1D i H H t← + ∗ + + ∗  

4. ( )1,w random D←  

5. ( ), ,f MSE w input target←  

6. while StopCondition¬  

7. [ ] ( ), , , ,output w QPSO f D N iter←  

8. end 

9. bestw w←  

10. Return ( ),bestw output  
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targets dimensions, and the number of neurons in the hidden layer), and f is the 
error function (MSE) that should be minimized. 

As output, we will have the values predicted by the network, which will be 
compared with the target values to measure the percentage accuracy, and the op-
timized weights (wbest), which were also used for the initialization of the LMA in 
a feed-forward ANN, as they have a strong influence on the convergence of the 
algorithm. 

The difference between this methodology and other proposals [106] [107] is in 
the fact that here the metaheuristic was used in the initialization phase of the al-
gorithm, aiming to bypass the trap of local minimums to which the LMA algo-
rithm is subjected in its initial phase, leading to non-convergence if the search 
starts far from the global minimum [108]. Thus, the algorithm became more ef-
fective in the search for the global minimum without becoming computationally 
expensive, as in the proposals presented in the literature. 

4. Results and Discussion 

In this section the results of the solar dataset are presented, as well as the other 
six datasets from the scientific literature. The datasets testing is intended to 
compare the performance of the proposed technique and its validation alongside 
what has already been developed regarding classification problems. An Intel 
i7-2600 (3.40 GHz) computer was used, with 16 GB of RAM. All the algorithms 
were implemented in MATLAB, version R2018b. 

The number of neurons in the hidden layer and the number of particles in the 
swarm was determined by Bayesian optimization, which uses Bayesian networks 
to capture independencies between decision variables of the optimization prob-
lem [109]. 

4.1. Solar Energy Dataset 

Considering the solar dataset presented in Section 3, the QPSO-LMA hybrid 
technique achieved a decrease in terms of MSE of 19.6% in relation to the clas-
sical LMA training with random initial weights. An analysis of the percentage 
accuracy (see Table 1), for the test set, showed an increase of approximately 
7.3% for the QPSO-LMA over the LMA, rising from 75.5% accurate to 81.0%. 
Figure 2 shows the classification results and the correctly classified locations for 
the best result obtained by the QPSO-LMA algorithm.  

Figure 2(a) shows the distribution of the three types of abandoned areas 
throughout the American territory, with a predominance of “Utility” areas in the 
southwest region. These areas are the largest and have the highest incidence of 
solar radiation. The southwestern region of the United States is characterized by 
having large open and desert areas, with arid and sunny climate, leading to a 
greater concentration of “Utility” type areas in this region. The “Large” type 
areas are concentrated in the eastern region, being a middle term between the 
“Utility” and “Off-Grid” areas, taking advantage of medium terrain and with  
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(a) 

 
(b) 

Figure 2. Classification results (a) and accuracy (b) with QPSO-LMA. 
 
reasonable solar radiation. Finally, the smallest areas, of the “Off-Grid” type, 
were concentrated in the Northeast and West Coast regions, but also appear 
throughout the American territory. These small areas seek to make the most of 
existing resources, including small available land and solar radiation. 

Figure 2(b) shows the correctly classified areas (81.0%). The incorrectly clas-
sified areas (19.0%) are distributed throughout the American territory, as well as 
each type of abandoned area, leading to the conclusion that there was no preju-
dice to the classification due to the imbalance of the dataset. Figure 3 shows that 
the classification accuracy for off-grid, large scale and utility scale are 83.9%, 
71.6% and 70.9%, respectively. 
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Table 1. Results for seven comparative techniques. 

Algorithm Set Solar 
Breast 
Cancer 

Crab 
Gender 

Ovarian 
Cancer 

Thyroid 
Function 

Parkinson 
Disease 

Ionosphere 

LMA 
Training 75.7% 100% 100% 100% 99.4% 100% 100% 

Test 75.5% 90.1% 91.4% 89.9% 90.2% 81.3% 88.3% 

QPSO-LMA 
Training 80.9% 100% 100% 100% 99.4% 100% 100% 

Test 81.0% 93.4% 93.9% 94.0% 93.6% 84.2% 89.7% 

LDA 
Training 70.0% 90.1% 91.1% 90.1% 91.6% 90.9% 95.8% 

Test 69.7% 84.8% 88.5% 72.9% 90.7% 80.4% 85.1% 

NB 
Training 66.8% 93.4% 80.9% 91.6% 92.1% 88.7% 94.3% 

Test 61.0% 90.7% 73.3% 90.7% 91.9% 76.2% 86.7% 

DT 
Training 75.7% 92.4% 96.0% 90.2% 92.6% 84.9% 90.2% 

Test 71.2% 91.7% 87.0% 85.1% 91.4% 79.3% 83.9% 

SVM 
Training 76.9% 94.1% 95.0% 96.3% 92.8% 92.8% 91.3% 

Test 74.3% 92.2% 91.0% 92.5% 92.1% 83.4% 87.8% 

RF 
Training 77.8% 94.0% 90.8% 97.8% 93.0% 88.9% 90.1% 

Test 75.5% 90.8% 86.0% 87.8% 92.7% 80.4% 88.1% 

ABC-LMA 
Training 71.0% 93.8% 92.9% 91.2% 94.6% 81.7% 93.2% 

Test 79.2% 89.4% 90.1% 88.7% 90.3% 79.8% 85.7% 

APSO-LMA 
Training 77.1% 99.9% 95.5% 93.9% 91.0% 97.1% 96.8% 

Test 78.1% 90.2% 92.0% 90.2% 92.5% 80.8% 88.4% 

 

 
Figure 3. Classification confusion matrix for solar dataset with QPSO-LMA. 

 
As can be seen in Figure 3, errors regarding off-grid areas (class 1) were con-

centrated in class 2 (large scale) because it has more similar attributes than class 
3 (utility scale). The same happened with the other classes. 

4.2. Datasets from Literature 

The proposed algorithm was also tested on six datasets from the literature, the 
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most cited in the UCI Machine Learning Repository on the date of data collec-
tion, to confirm its effectiveness. The tested datasets, available in the, were: 

1) Breast cancer: 9 attributes and 699 instances, classified as benign (65.5% of 
cases) or malignant (34.5% of cases); 

2) Crab gender: 6 attributes and 200 instances, classified as male (50%) or fe-
male (50%); 

3) Ovarian cancer: 100 attributes and 216 instances, classified as patients with 
cancer (56%) or patients without (44%); 

4) Thyroid function: 21 attributes and 7200 instances, classified as normal 
(2.3%), hyperthyroidism (5.1%) and hypothyroidism (92.6%); 

5) Parkinson’s disease: 22 attributes and 195 instances, classified as Parkin-
son's disease (75.4%) or healthy (24.6%); 

6) Ionosphere: 34 attributes and 351 instances, classified as good radar returns 
(64.1%) and bad radar returns (35.9%). 

The proposed algorithm, QPSO-LMA, obtained the best accuracy results for 
all datasets (see Table 1), including the solar energy dataset. The Thyroid Func-
tion dataset, as well as the Solar dataset, is very unbalanced, and even in these 
databases the proposed algorithm was able to surpass the other algorithms. 

The results were also compared using some classical algorithms: Linear Dis-
criminant Analysis (LDA), Naive Bayes (NB), Decision Trees (DT), Support 
Vector Machines (SVM) and Random Forest (RF), an ensemble learning strate-
gy. These techniques have also been tested with Bayesian parameter optimiza-
tion. Two hybrid techniques from the literature were also tested, which combine 
metaheuristics and neural networks with parameter optimization [106] [107]: 
Artificial Bee Colony Based Levenberg-Marquardt Algorithm (ABC-LMA) and 
Accelerated Particle Swarm Optimization Based Levenberg-Marquardt Algo-
rithm (APSO-LMA). 

All the best results were obtained with the QPSO-LMA algorithm, achieving 
the objective of the work of proposing a new and efficient initialization strategy 
of the weights and bias for ANNs in order to solve, with maximum accuracy, the 
classification of abandoned areas problem which could be suitable for solar 
energy facilities. Table 1 and Figure 4 show the results. 
 

 
Figure 4. Results for all datasets and algorithms. Source: the authors. 
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For the solar energy scenario, the increase in accuracy represents a reduction 
in error, consequently greater efficiency in choosing the best suitable areas for 
generating renewable electricity. 

It is worth mentioning that, in the references found in the literature, there is 
normally no division of data in training and testing, with only the training 
phase, where the error is significantly smaller. Besides that, the QPSO metaheu-
ristic was used only for initializing the weights which reduces the total processing 
time compared to other hybrid models in the literature. 

5. Conclusions 

The aim of this work was to classify abandoned areas where solar energy facili-
ties could be installed in order to reuse those areas (it is also possible to imple-
ment similar decision systems for wind, biomass and geothermal energy, among 
others). There is enormous energy potential in these abandoned areas, although 
they are currently neglected. To achieve the classification goal, an ANN was 
trained with the LMA, in which the initial weights were obtained through the 
QPSO metaheuristic. 

Currently, renovation projects in these areas are poorly prepared, without the 
use of data analytics in the decision-making process, which leads to inefficient 
choices. The only criteria used by EPA and NREL to classify abandoned areas 
are, usually, value ranges with respect to some of the project’s variables (esti-
mated capacity, direct normal irradiance, land area and distance to transmission 
lines). 

Using methodologies like the one presented in this work, it is possible to im-
prove this decision process, reducing errors in choosing the most suitable areas, 
allowing for efficiency gains in the allocation of resources for the implementa-
tion of new projects related to solar energy. The areas correctly chosen for reno-
vation will provide greater energy generation and consequently greater return on 
the investment made, making renewable energies even more competitive. 

The results obtained with the solar energy dataset were validated in six of the 
most cited datasets in the UCI Machine Learning Repository and showed that 
the proposed strategy was more efficient in all of them. In addition, seven other 
classification techniques were tested with the seven datasets, with the QPSO-LMA 
achieving the best result in all cases. This means that QPSO-LMA could improve 
the accuracy of ANNs, combining the optimization capacity of the QPSO algo-
rithm with the versatility of ANNs in classification problems. 

The knowledge acquired by ANNs with the solar dataset can be extrapolated 
to other regions of the planet, as only technical variables for solar energy were 
used. This enables the identification of land in locations that do not yet have 
adequate classification tools. The QPSO-LMA technique could also be used in 
other classification problems, including other fields of renewable energies, such 
as wind and geothermal energy and biomass. 

Suggestions for future works also include the application of QPSO-LMA algo-
rithm in other databases, since here we had applied just in the seven databases 
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(on solar energy, our problem, and on six datasets from the UCI repository) 
which, of course, is a limitation of this paper. In the same way, it will be inter-
esting to use other Data Mining techniques, to compare to QPSO-LMA pro-
posed algorithm as well as new metaheuristics in addition to QPSO. The appli-
cation of dataset balancing algorithms, be they undersampling techniques (re-
moval of instances belonging to the over-represented class), or oversampling 
(generation of new instances, through clustering and interpolation, relative to 
the under-represented class) could also be used. It will also be possible to test 
other methods of unrestricted nonlinear optimization as alternatives to the LMA 
algorithm. 
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