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Abstract 
In recent years, the expansion of Fintech has speeded the development of the 
online peer-to-peer lending market, offering a huge opportunity for invest-
ment by directly connecting borrowers to lenders, without traditional finan-
cial intermediaries. This innovative approach is though accompanied by in-
creasing default risk since the information asymmetry tends to rise with on-
line businesses. This paper aimed to predict the probability of default of the 
borrower, using data from the LendingClub, the leading American online 
peer-to-peer lending platform. For this purpose, three machine learning me-
thods were employed: logistic regression, random forest and neural network. 
Prior to the scoring models building, the LendingClub model was assessed, 
using the grades attributed to the borrowers in the dataset. The results indi-
cated that the LendingClub model showed low performance with an AUC of 
0.67, whereas the logistic regression (0.9), the random forest (0.9) and the 
neural network (0.93) displayed better predictive power. It stands out that the 
neural network classifier outperformed the other models with the highest 
AUC. No difference was noted in their respective accuracy value which was 
0.9. Besides, in order to enhance their investment decision, investors might 
take into consideration the relationship between some variables and the like-
lihood of default. For instance, the higher the loan amounts, the higher the 
likelihood of default. The higher the debt to income, the higher the likelihood 
of default. While the higher the annual income, the lower the probability of 
default. The probability of default has a tendency to decline as the number of 
total open accounts rises. 
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1. Introduction 

During the past years, the rapid growth of the financial technology (Fintech) has 
accelerated the emergence of the modern, online peer-to-peer lending (P2P) or 
social lending. Fintech is technology used to improve the delivery of financial 
services. Peer-to-peer lending is one type of crowdfunding. The latter is defined 
as a method of raising capital through the collective effort of friends, family, 
customers and individual investors. This method draws on the collective efforts 
of a large pool of individuals—primarily online via social media and crowd-
funding platforms—and leverages their networks for greater reach and exposure 
(Jahangir, 2020). Peer-to-peer lending is then described as a new decentralized 
model for lenders to lend money and for potential borrowers to access funds. In 
this approach, individuals, i.e. lenders and borrowers, work in partnership on 
common online platforms without the use of traditional financial intermediaries.  

In P2P lending, borrowers are seeking better terms than they can have through 
their local banks, while individual investors are expecting to earn higher rates of 
return than the ones offered by traditional financial intermediaries. This can be 
explained by the fact that social lending platforms have the opportunities to cut 
operating costs compared to traditional financial institutions, such as banks. Un-
like banks, this innovative approach doesn’t need a physical branch to be pur-
chased or built and maintained. In addition, there is no need to staff the opera-
tion with employees, which implies paying multiple salaries, as well as related 
employee social benefits. The acquisition and maintenance of costly equipment 
are not either necessary. Social lending platforms are generally more efficient 
than traditional banks. Thus, P2P lending is not only known as a suitable way to 
connect individual lenders to borrowers, but also as a potentially lucrative in-
vestment opportunity.  

Online P2P lending began in 2005 in the United Kingdom, with the launch of 
Zopa. The achievements of the first ever British P2P lending platform in pro-
viding people with access to loans and investments led to the spread of the al-
ternative lending method across the world, as a response to the failure of banks 
to lend to individuals. The six top world leading P2P lending platforms in 2022 
are: Upstart, LendingClub, Prosper, Solo Funds and Kiva based in the United 
States, and Funding Circle, based in the United Kingdom (Serio, 2022). Founded 
in 2007 and headquartered in San Francisco, LendingClub might be the most 
recognizable P2P lending platform with over $70 billion borrowed as of October 
2022 (https://www.lendingclub.com/). It offers a range of diverse types of fi-
nancing, including personal loan, business loan and auto loan refinancing. Their 
personal loans range from $1000 to $40,000, with annual percentage rate (APR) 
varying from 8.30% to 36.00% and terms from 3 to 5 years. The platform applies 
a fixed interest rate and its turnaround time is 2 business days. Their business 
loans range from $5000 to $500,000, with repayment terms varying from 1 year 
to 5 years. Their APR is not disclosed.  

Online P2P lending platforms offer a huge opportunity for investment by di-

https://doi.org/10.4236/jfrm.2023.121003
https://www.lendingclub.com/


R. Sifrain 
 

 

DOI: 10.4236/jfrm.2023.121003 30 Journal of Financial Risk Management 
 

rectly connecting borrowers to lenders. These provide the lending market with 
speed, efficiency and ease of access to data and their processing (Pokorná & Spon-
er, 2016). However, as an emerging method of loan financing, online P2P has 
become progressively challenging, with regard to risk exposure, because of its 
lack of comprehensive mechanism of risk control and early warning (Ma, Hou, 
& Zhang, 2021). In the last years, many P2P lending platforms have coped with 
bad loan portfolio quality, and many of them have not been able to earn profits, 
because of their high loan default rates. Other online P2P lending platforms have 
even failed. This is the case with many Chinese peer-to-peer lending platforms. 
As a result, millions of investors have lost their life savings after founders liqui-
dated the platform or made off with their money (He & Li, 2020).  

However, in order to minimize their risk exposure, lots of online P2P lending 
platforms claim to have established an effective credit risk management system 
that could not only help control their default rates and reduce cost operations, 
but also boost investors’ confidence. One of the key components of their credit 
risk management is the usage of credit scoring models with machine learning 
methods that would be effective in predicting the probability of borrower de-
fault. For instance, LendingClub uses FICO 8 and VantageScore 2.0, in addition 
to a proprietary scoring system, to assess the credit risk of borrowers (Miller-
bernd & Choudhuri-Wade, 2022).  

In this paper, we focus on the evaluation of predictive capacity power of credit 
scoring models in online P2P lending platforms, using LendingClub’s dataset, 
which is available on their website, applying statistical performance metrics, in-
cluding the Kolmogorov Smirnov (KS) test. In addition, the paper proposes the 
development of three new statistical models, using machine learning methods, 
with logistic regression, random forest, and neural network in response to the 
poor performance of the credit scoring model in use at LendingClub. The con-
struction of the models allows comparison and helps to select the one that would 
contribute to enhancing the applicant credit risk analysis of LendingClub. This 
paper is different from previous studies, in that it proceeds to the assessment of 
the existing model used by the online P2P lending platform under study before 
starting to build new credit scoring models.  

The remainder of this paper is organized as follows: Section 2 reviews the 
theory and the relevant literature related to our research topic; Section 3 de-
scribes the research methods; Section 4 describes the data used to carry out our 
statistical analysis; Section 5 presents and discusses the main findings of the re-
search; and Section 6 concludes this study.  

2. Theoretical and Literature Review 
2.1. Modern Portfolio Theory 

This article uses the Modern Portfolio Theory (MPT), which is one of the most 
considerable economic theories in finance and investment. Its application is 
mostly extended in portfolio and risk management. This theory was developed 
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by Harry Markowitz (1952). The MPT is known as an investment theory that 
enables investors to select and construct assets portfolio that maximizes expected 
return for a given level of risk. The theory is based on the assumption that in-
vestors are risk-averse. For a given level of expected return, they always seek the 
least risky portfolio. The selection and the building of assets portfolio are then 
founded on maximizing the expected return while minimizing the investment 
risk (Fabozzi et al., 2002). According to the MPT, the investors optimize their 
portfolio by diversifying them (Pfaff, 2012). This can be realized by using differ-
ent amounts of investments that are cautiously selected while taking into con-
sideration how the investment is probable to be affected by the other elements of 
the portfolio rather than picking individual securities (Francis & Kim, 2013). 
Each security has its own risks, which are higher than that of a portfolio con-
taining various securities (Pfaff, 2012). The risk component of MPT can be esti-
mated, with different mathematical formulations, and condensed through the 
concept of diversification which aims to suitably select a weighted collection of 
investment assets that together show lower risk factors than investment in any 
individual asset. Diversification is the key concept of the MPT (Mangram, 2013).  

Online P2P lending platforms work without the traditional financial interme-
diaries, which increases the asymmetry information between lenders and bor-
rowers. As a result, the credit risk, which is the possibility of loss due to a bor-
rower’s defaulting on a loan, is more likely to rise. The investors whose purpose 
is to maximize their returns need to find mechanisms to predict the probability 
of default of the borrower, by constructing their loan portfolio. This can help 
them reduce the credit risk associated with their investment. Building sound 
credit scoring models using machine learning methods can help individual in-
vestors increase their portfolio by intelligently allocating funds to P2P lending 
marketplaces. Many platforms, including LendingClub, are considered leaders in 
employing credit scoring models to assess credit risk of the borrower. 

2.2. Related Works 

In the last decade, scholars researched on credit risk modelling in online peer- 
to-peer lending companies, using machine learning methods to predict the proba-
bility of defaults of borrowers. Data from LendingClub platform were commonly 
used. Serrano-Cinca et al. (2015) investigated the factors explaining loan default 
in P2P lending platforms, using a sample of 24,449 loans collected from Len-
dingClub over the period of 2008-2014. Their univariate means tests and surviv-
al analysis indicated that loan purpose, current housing situation, indebtedness, 
annual income and credit history are the factors influencing loan default. In ad-
dition, the authors built a statistical model with logistic regression technique to 
predict the probability of default of the borrower. The results of the model showed 
that the subgrade assigned by LendingClub, based on FICO credit score and 
other attributes, is the most significant factor. But the accuracy of the model is 
enhanced by adding other information, mainly the debt level of the borrower. 
The paper concluded that the usage of mathematical models, including means 
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test, survival analysis and logistic regression, can enhance loan selection by indi-
vidual investors.  

Fu (2017) investigated on combination of random forests and neural networks 
in online peer-to-peer lending to predict the borrower’s default, in order to pre-
vent the risks in LendingClub. The results indicated that the method used by the 
paper outperformed the LendingClub good borrowers’ grades. In their research 
paper, Vinod Kumar et al. (2016) analyzed the credit risk in P2P lending system 
of LendingClub, using a sample of 235,629 loan applications, from 2013 to 2015. 
Machine learning methods (decision tree, random forest, and bagging) and pre-
processing techniques were employed to explore, analyze and determine the 
most significant factors in predicting the default risk. The output of their study 
showed that random forest predictor is better in identifying the defaults, while 
decision tree is more powerful in finding good credits. The study concluded that 
overall return on investment will be high as the model identifies most of the 
good loans at the same time as identifying potential defaults.  

Namvar et al. (2018) invest aged on credit risk prediction in an imbalanced 
social lending environment, using a dataset of 66,376 loan applications of Len-
dingClub, over the period of 2016-2017. To achieve this goal, their paper dis-
played an empirical comparison of different combinations of classifiers and re-
sampling methods within a novel risk assessment methodology that integrates 
imbalanced data. The credit predictions from each combination are assessed with 
a G-mean measure to avoid bias towards the majority class. The study concluded 
that combining random forest and random under-sampling may be an effective 
strategy for calculating the credit risk associated with loan applicants in online 
peer-to-peer lending platforms.  

Authors like Wan et al. (2019) researched on influencing factors of peer-to- 
peer network loan prepayment risk, through cox proportional hazards, using 
data collected from LendingClub. The study used a dataset of 655,007 personal 
loans, collected from September 2016 to March 2018. The results indicated that 
the loan interest rate is the most significant variable of early repayment risk. The 
protection factors include the loan amount, the verification status, and so forth. 
The hazard factors are the number of inquiries in the past 6 months, the number 
of open credit times in the borrower’s credit life, the number of installment ac-
counts open in the past 12 months, and so on.  

Hou (2020) researched on identifying and predicting the online P2P borrower 
default, using recursive feature elimination (RFE) method to select key variables, 
combined with the classification model, including Logistic regression, CART de-
cision tree and BP neural network, to predict the borrower’s default behavior. 
This research employed a sample of 122,703 loans provided by LendingClub, in 
the third quarter of 2017. The study results indicated that the borrower’s latest 
repayment amount, loan amount and loan interest rate have a great impact on 
the borrower’s default status. Thus, the recursive feature elimination method can 
screen the key variables influencing the borrower default. In addition, the classi-
fication model has high accuracy, suggesting that it has significant classification 

https://doi.org/10.4236/jfrm.2023.121003


R. Sifrain 
 

 

DOI: 10.4236/jfrm.2023.121003 33 Journal of Financial Risk Management 
 

effect.  
Chen et al. (2021) used an imbalanced dataset containing 269,668 loans col-

lected from LendingClub, from 2007 to 2015, to predict default risk in online 
P2P lending. Their paper employed several machine leaning schemes, including 
random forest, logistic regression and neural network. Besides, re-sampling and 
cos-sensitive mechanisms to process imbalanced dataset are utilized. The research 
results showed that random under-sampling displayed the best performance in 
different classifiers. Thus, the proposed scheme can successfully increase the 
prediction accuracy for default risk.  

More recently, Chang et al. (2022) used LendingClub data to build P2P lend-
ing credit scoring models, based on machine learning and artificial neural net-
works The methods used include logistic regression, support vector machine, 
decision tree, random forest, XGBoost, LightGBM and 2-layer neural networks. 
Through a performance comparison, the research results showed that the GBDT 
methods, including XGBoost and LightGBM, are the most suitable P2P cre-
dit-scoring models, outperforming 2-layer neural networks and the traditional 
approach of logistic regression. In addition, XGBoost had the best performance, 
with accuracy of around 88%. 

From the previous works presented above, we can observe that the focus was 
basically on building credit scoring models to predict the likelihood of borrow-
er’s default, when it comes to assess the creditworthiness of loan applicants. This 
paper instead aimed to assess the predictive power of the LendingClub’s model 
using borrowers’ grades which correspond to their default probability through 
statistic metrics, prior to constructing credit scoring models that should show 
better predictive power. 

3. Research Methods 

This section describes succinctly the different methods used to build the credit 
scoring models, i.e. the logistic regression, the random forest and neural net-
work. In addition, it presents the statistical metrics employed to evaluate the 
models performance (KS statistic, ROC Curve, AUC and Accuracy).  

3.1. Logistic Regression 

The dependent variable of our study is a binary variable, which takes the value 1 
(default or bad loans) or the value 0 (non-default or good loans). In statistics, 
this kind of issue is usually solved by using probit or logit models, assuming that 
the probability of event occurrence follows a certain probability distribution. 
The probit model is typically employed if the probability of event occurring fol-
lows the cumulative standard normal distribution. When the probability of event 
occurring obeys a logistic distribution, the logit model (or logistic model) is used 
(Aldrich & Nelson, 1984). 

So as to predict the probability of occurrence of the event, which is the default 
in our research, we assume that the probability of default to be a linear combina-
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tion of the independent variables:  

( ) ( )1 0 1 11 | , , j j jP y x x G x x= = β +β + +β +� �   

where y ( [ ]0,1y∈ ) is the dependent variable, 1, , jx x�  are the independent va-
riables,   is the error term, and G is the logistic cumulative distribution func-
tion that maps 1, , jx x�  to the real number space from 0 to 1, ensuring that the 
estimated value falls in [0, 1] as follows: 
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The coefficients are estimated by maximizing the log-likelihood function, 
which is  

( ) ( )( ) ( ) ( )( )1 1log log 1 log 1N
i i ii i

N
iL y F x y F x

= =
′ ′β = β + − − β∑ ∑  

where ( ) ( )1| ;i iF x p y x′β = = β . 

3.2. Random Forest 

The Random Forest algorithm is a supervised classification algorithm (Breiman, 
2001). This is an ensemble of decision trees. It uses self-learning decision trees. 
These trees automatically define rules at each node, based on a training dataset. 
It creates a multitude of different models by bagging selection training data and 
randomly selection features. The Random Forest has in this case two layers of 
randomness. First, it employs a random sample of the training dataset (with re-
placement, i.e. a bootstrapped sample) for growing each individual decision tree. 
Second, it applies a random selection of the features (for instance, spectral bands) 
considered at each node to determine the best rule for splitting the data and fi-
nally determining a class label. The final result is decided by using majority vot-
ing (Figure 1). 

The Random Forest seeks to minimize the heterogeneity of the two resulting 
subsets of the data created by the respective rule. Heterogeneity is then expressed 
as the Gini Impurity index and the rule which creates the least heterogeneous 
subsets of the data is used for the respective node.  

This paper uses the methodology of Classification and Regression Tress (CART) 
to construct the trees of the Random Forest. A CART is a predictive algorithm 
applied in learning machine which explains how the values of a target variable 
can be predicted based on other values. CART algorithm is a binary decision tree 
using Gini Index for impurity measurement. If all of the elements are accurately 
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Figure 1. A schematic structure of random forest algorithm. 
 
separated into different classes (an ideal scenario), the division is called pure. 
The Gini impurity is used to predict the likelihood that a randomly selected ex-
ample would be incorrectly classified by a specific node. It is known as “impuri-
ty” metric, because it indicates how the model differs from a pure division.  

The Gini impurity is given by the following formula (Breiman et al., 1984): 

( ) ( )2
1Gini 1 n

iiS p
=

= −∑  

where S represents a dataset containing samples from n classes, ip  denotes the 
probability of samples belonging to class i at given node.  

The Gini impurity indicates the probability of misclassifying an observation. 
Its values range from 0 to 1. The lower the Gini the better the split, i.e. the lower 
the likelihood of misclassification.  

3.3. Neural Network 

Neural Network (or Artificial Neural Network) is an information processing 
model inspired by biological neuron system. This is comprised of a huge number 
of highly interconnected processing elements known as the neuron to solve prob-
lems. It obeys the non-linear path and processes information in parallel through-
out the nodes. Neural Network is known as a complex adaptive system, i.e. it has 
the capability to alternate its internal structure by adjusting weights of inputs 
(Navlani, 2019).  

Figure 2 displays the three types of layers of neural networks. The input layer 
transmits different features and interacts with one or more hidden layers. The 
node is named neuron presenting an activation function. Every connection in-
dicates a weight. The weight value is different from one to another. These weights 
and non-linear activation function produce complex relationships. 
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Figure 2. Demonstration of neural network classifier. 

3.4. Models Performance Measures 
3.4.1. Kolmogorov Smirnov (K-S) Test 
The Kolmogorov Smirnov (K-S) test is a non-parametric test which measures a 
distance between the empirical distribution function of the sample and the cu-
mulative distribution function of the reference distribution, or between the em-
pirical distribution function of two samples. In credit risk modeling, the K-S sta-
tistic calculates the maximum vertical separation between two cumulative dis-
tributions (default and non-default), indicating the degree of discrimination be-
tween good and bad loans. The output of the test can be between 1 and 100, where 
the higher the K-S, the better the discrimination. 

The empirical distribution function Fn for n i.i.d (independent and identically 
distributed) ordered observations Xi is given as follows: 

( ) [ ] ( ),1

1
n

n
ixiF x I X

n −∞=
= ∑  

where [ ] ( ), ixI X−∞  is the indicator function, equals to 1, if iX x≤ . 
The K-S statistic for a given cumulative distribution function F(X) is: 

( ) ( )supn x nD F x F x= −  

where supx  is the supremum of the set of distances. 

3.4.2. Receiver Operating Characteristic (ROC) 
A Receiver Operating Characteristic Curve (ROC curve) is a graph exhibiting 
the performance of a classification model as its discrimination threshold fluc-
tuates. The ROC curve plots the True Positive Rate (TPR) or sensitivity against 
the False Positive Rate (FPR) or (1-specificity) at different threshold settings. 

The True Positive Rate (TPR) is given as follows: 

( )
( ) ( )

True Positive TP
TPR

True Positive TP False Negative FN
=

+
 

The False Positive Rate (FPR) is obtained as follows:  

( )
( ) ( )

False Positive FP
FPR

False Positive FP True Negative TN
=

+
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For the perfect model, the graph for the ROC curve moves through the upper 
left corner, where the share of the false positive outcomes equals zero. The closer 
is the curve to the upper left corner; the higher is the predictive power of the mod-
el. The diagonal line (line of no discrimination or random guess) indicates the 
bad. 

The Area under the Curve (AUC) is a measure of a model’s discriminatory 
power. It is employed as a summary of the ROC curve. The AUC is between 0.5 
and 1. For a random model (useless model), the AUC is 0.5, for a perfect model, 
the AUC is 1. A model with greater power presents a larger AUC.  

In general, AUC values are interpreted as follows (Abdou et al., 2016): 
1) 0.5 ≤ AUC < 0.6 = fail; 
2) 0.6 ≤ AUC < 0.7 = poor; 
3) 0.7 ≤ AUC < 0.8 = fair; 
4) 0.8 ≤ AUC < 0.9 = good; 
5) 0.9 ≤ AUC ≤ 1.0 = excellent. 

3.4.3. Accuracy 
Accuracy is one of the performance metric used to evaluate classification mod-
els, which represents the percentage of cases correctly classified. The higher the 
accuracy, the better the model performance. Mathematically, for a binary clas-
sifier, it is represented as follows: 

TP TNAccuracy
TP TN FP FN

+
=

+ + +
 

4. Data 

This section presents the data source and data cleaning process, including re-
moving irrelevant and redundant variables, dealing with missing data and scal-
ing, converting variables, variables selection and undersampling.  

4.1. Data Source 

This paper uses the accepted loan application data from 2007 to 2018 provided 
by the LendingClub platform. The full dataset contains 2,260,701 observations 
and 151 variables. The main variables include the borrower’s personal informa-
tion, loan characteristics, credit history and others. Since this study focuses only 
on the individual loans, all of the joint applications were excluded from the da-
taset. The loans with current as debt status and those in grace period were not 
considered. Likewise, when the data were collected in 2018, the loans disbursed 
after 2014 were not fully expired. It was then difficult to gauge them as good or 
bad loans. As a consequence, they were not included in the sample. Since the 
data before 2013 contain too many missing values, they were removed from the 
dataset. As a result, the study covers only the data collected from January 2013 to 
December 2014, corresponding to a total of 388,518 loans with 151 variables 
each.  

This paper used the loan status as the reference variable to define default and 
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non-default. “Default”, “Charged Off”, “Does not meet the credit policy. Status: 
Charged Off”, “Late (31 - 120 days)”, “Does not meet the credit policy. Status: 
Late (31 - 120 days)” are considered as default, whereas “fully Paid” denotes 
non-default. The dataset of 388,518 loans contains 295,995 non-defaulted loans 
(82.6%) against 62,523 defaulted loans (17.4%). 

4.2. Data Cleaning 
4.2.1. Removing Redundant and Irrelevant Variables 
Before selecting the final variables that were used in predictive modeling, we 
removed some redundant variables. We started with the variables that are not 
associated with loan information, for instance the borrower’s membership ID in 
LendingClub, the descriptive variables including a paragraph indicating the loan 
description provided by the borrower, showing the reason the hardship plan was 
offered; the variables that were generated after the loan had been approved, in-
cluding the date of the previous loan repayment; the credit variables marked by 
LendingClub. Overall, the variables presenting too many missing values were 
also removed.  

4.2.2. Converting Variables 
The categorical variables were converted into numerical ones, in order to make 
them suitable for the model training. First of all, in the dependent variable (Loan 
status), the “non-defaulted” category was set to 0 and the “defaulted” category to 
1. For the variable Employment length representing the number of working 
years of the borrower, since it is a variable with sequential meaning, ordinal en-
coding was used to convert it, making this variable as orderly numbers (von Eye 
& Clogg, 1996). So, the borrowers with more than 10 years are set as 10, those 
with less than 1 year as 0 and the ones between 1 to 10 years as their numerical 
values in the dataset. Regarding the remainder of the categorical variables, in-
cluding the loan purpose, housing ownership and others, we used one-hot en-
coding to convert them, indicating that each one of them was defined as inde-
pendent binary variable with only two values 0 and 1 (Lantz, 2013).  

4.2.3. Dealing with Missing Data and Scaling 
Before processing the models training data, we dealt with the missing values. 
Overall, we processed the variables by replacing the missing information by the 
mean of that variable. In addition, the data were standardized, in order to make 
sure that each variable will only affect the prediction result proportionately, be-
cause with algorithms, such as logistic regression, which employ the mean square 
error as the loss function, the scale of the variables can easily affect the predic-
tion performance, since the models tend to be sensitive to variables with large 
scales.  

4.2.4. Variables Selection 
After our analysis and studies upon the variables, using mainly bivariate analysis 
and correlation analysis, we selected 18 of them to be used as independent va-
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riables for the predictive models. These are described in Table 1. 

4.2.5. Undersampling 
Our dataset contains 295,995 non-defaulted loans (82.6%) against 62,523 de-
faulted loans (17.4%). The non-defaulted represents then almost 5 times of the 
defaulted loans. So, there is imbalanced classification in our dataset, implying 
that the predictive model will overtrain the category with more samples and 
consider the category with few samples as noise, or even ignore it. Therefore, bi-
as will be easily produced and poor predictive performance of the model will be 
observed. The reliability might be reduced with a fake high accuracy (Madasamy 
& Ramaswami, 2017). Oversampling and undersampling are the two most 
common methods used to deal with imbalanced classifications. According to 
Shelke et al. (2017), oversampling duplicates the minority sample, while under-
sampling picks part of the majority sample to attain the balance. Oversampling 
can induce overfitting and undersampling can eliminate important information 
regarding the overall pattern of the data (Abd Elrahman & Abraham, 2013). 
Each of the two approaches has its own strengths and weaknesses. Thus, it is not 
easy to conclude which of the two approaches is better or worse. In order to re-
duce the training time of the random forest and the neural network algorithms, 
this paper adopted the undersampling method. To do so, we randomly sampled 
the same amount of data for non-defaulted loans as defaulted loans, i.e. 62,523 
loans. And the total defaulted loans remained the same (62,523 loans). The final 
size of the data for training (75%) and validation (25%) was 125,046 loans. 

5. Empirical Results 
5.1. Performance Evaluation of the LendingClub Model 

Before proceeding to the development of the predictive models, this paper as-
sessed the predictive power of the LendingClub model, measuring the ability of 
the model to correctly classify loans. In other words, this study analyzed the ca-
pability of the model to separate good loans from bad loans. The distribution of 
the grades assigned by LendingClub was analyzed (Table 2), based on the same 
definition of non-defaulted and defaulted loans adopted for the models building, 
as described previously. K-S and AUC are two statistical measures used for this 
assessment.  

In Table 2, the column (% of non-defaulted) should present the following 
pattern: the percentage of non-defaulted loans has to decrease as the grades fall 
and rise as the grades increase. As observed, the column (% of non-defaulted) 
obeys the pattern as expected. From A to G, the percentage of non-defaulted 
loans decreases, varying between 94.8% and 56.6%. Similarly, the percentage of 
defaulted loans increases from A to G. As indicated in Table 2, the maximum 
K-S is 25.9% representing the maximum difference between the cumulative dis-
tribution of non-defaulted loans and defaulted loans. In addition, the Gini cal-
culated for the LendingClub model is equal to 0.35, which is of average quality 
(Abdou et al., 2016). The AUC of 0.67 is obtained, using the following formula: 
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Table 1. Description of the independent variables. 

Variable Variable declaration Definition Category 

Socio-economic 

annual_inc Annual income 
The annual income provided by the borrower during 
registration. 

Numeric 

verification_status 
Verification 

status 
Indicates if income was verified by LendingClub, not verified, 
or if the income source was verified. 

Categorical 

emp_length 
Employment 

length 

A ratio calculated using the borrower’s total monthly debt 
payments on the total debt obligations, excluding mortgage 
and the requested LendingClub loan, divided by the 
borrower’s self-reported monthly income. 

Numeric 

home_ownership 
Home 

ownership 

The length of time in years that borrowers have been working 
for their current company. Possible values are between 0 and 
10 where 0 means less than one year and 10 means ten or 
more years. 

Categorical 

  
The home ownership status provided by the borrower during 
registration or obtained from the credit report. Possible 
values are: Rent, Own, Mortgage, and Others. 

Categorical 

Loan Characteristics 

purpose Loan purpose 

A category provided by the borrower for the loan request. 
14 possible loan purposes: credit card, car, educational, debt 
consolidation, house, home improvement, major purchase, 
moving, medical, small business, renewable energy, vacation, 
wedding and others. 

Categorical 

loan_amnt Loan amount The listed amount of the loan applied for by the borrower. Numeric 

initial_list_sta Initial list status 
The initial listing status of the loan. Possible values are: 
“W” for Whole, “F” for Fractional. 

Categorical 

Credit History 

open_acc Open accounts The number of open credit lines in the borrower’s credit file. Numeric 

total_acc Total accounts 
The total number of credit lines currently in the borrower’s 
credit file 

Numeric 

delinq_2 yrs 
Delinquency 

2 years 
The number of 30+ days past-due incidences of delinquency 
in the borrower’s credit file for the past 2 years 

Numeric 

inq_last_6mths 
Inquiries last 6 

months 
Number of credit inquiries in the past 6 months. Numeric 

revol_util 
Revolving 
utilization 

Revolving line utilization rate, or the amount of credit the 
borrower is using relative to all available revolving credit. 

Numeric 

revol_bal Revolving balance Total credit revolving balance. Numeric 

pub_rec Public records Number of derogatory public records. Numeric 

chargeoff_within_12_mths 
Charged-off 

within 12 months 
Number of charge-offs within 12 months Numeric 

recoveries Recoveries Post charge off gross recovery Numeric 

collections_12_mths_ex_med 
Collections 

within 12 months 
Number of collections in 12 months excluding medical 
collections 

Numeric 
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Table 2. Distribution of the grades of the borrowers according to the definition of the defaults. 

Grade Non-defaulted Defaulted 
Grand 
Total 

% 
Non-defaulted 

% Cum 
Non-defaulted 

% 
Defaulted 

% Cum 
Defaulted 

K-S 

A 50,779 2779 53,558 94.8% 100.0% 5.2% 100.0% 0.0% 

B 92,771 11,326 104,097 89.1% 82.8% 10.9% 95.6% 12.7% 

C 81,819 18,969 100,788 81.2% 51.5% 18.8% 77.4% 25.9% 

D 44,629 15,449 60,078 74.3% 23.9% 25.7% 47.1% 23.2% 

E 18,277 9155 27,432 66.6% 8.8% 33.4% 22.4% 13.6% 

F 6358 3801 10,159 62.6% 2.6% 37.4% 7.7% 5.1% 

G 1362 1044 2406 56.6% 0.5% 43.4% 1.7% 1.2% 

Total 295,995 62,523 358,518 82.6% 
 

17.4% 
  

Source: Author’s own calculations in Excel. 
 
Gini = (AUC × 2) − 1. This value indicates a poor performance, suggesting the 
low discriminatory power of the online lending platform under study (Abdou et 
al., 2016). Therefore, this paper aimed to build models that will outperform the 
LendingClub model.  

5.2. Results and Discussion 
5.2.1. Logistic Regression Model 
We used the Information Value (IV) statistic to measure the importance of the 
independent variables. IV is a numerical value to quantify the predictive power 
of an independent variable x in capturing the binary dependent variable y. IV is 
known as a common screener for selecting predictive variables for binary logistic 
regression (Lund & Brotherton, 2013). The larger the IV, the more predictive is 
the independent variable. Figure 3 shows the importance of the variables im-
portance regarding the definition of defaults and non-defaults adopted by this 
study.  

As observed in Figure 3, the top five predictive variables are: recoveries, debt 
to income (dti), verification status, annual income and loan amount, with the 
highest information values.  

Furthermore, we trained the logistic regression model using the logit link 
function in R with all 18 variables. The Akaike Information Criterion (AIC) was 
employed to select the best model. The best-fit model is the one with the lowest 
AIC. Its parameters are shown in Table 3. 

As indicated in Table 3, out of 18 variables used 13 are retained by the logistic 
regression model. All of them are statistically significant, with the p-value (Pr 
(>|z|)) smaller than 0.05. The lower the p-value, the more significant are the va-
riables. The coefficient estimate of most of variables is positive. This means an 
increase in them is associated with an increase in the probability of being de-
faulted. Whereas an increase in the variables with the negative coefficient esti-
mate is associated with a decreased probability of being defaulted. The standard 
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Figure 3. Variables importance according to the information value. 
 
Table 3. Parameters of the selected logistic regression model. 

Variable Estimate Std. Error z value Pr (>|z|) 

Intercept 3.35E+04 3.06E+03 10.97 <2e−16 

emp_length 1.90E−02 3.25E−03 5.85 4.91E−09 

purpose 3.14E−02 6.32E−03 4.961 7.02E−07 

home_ownership 1.65E−01 1.28E−02 12.852 <2e−16 

annual_inc −5.83E−01 2.59E−02 −22.486 <2e−16 

dti 2.15E−01 1.31E−02 16.412 <2e−16 

inq_last_6mths 1.28E−01 1.14E−02 11.21 <2e−16 

open_acc 1.38E−01 1.61E−02 8.556 <2e−16 

revol_bal −1.08E−01 2.17E−02 −5.001 5.70E−07 

revol_util 1.01E−01 1.29E−02 7.792 6.58e−15 

total_acc −5.75E−02 1.65E−02 −3.481 5.00E−04 

recoveries 1.35E+05 1.23E+04 10.971 <2e−16 

loan_amnt 3.33E−01 1.47E−02 22.696 <2e−16 

pub_rec 7.47E−02 1.16E−02 6.459 1.05E−10 

Source: Author’s own calculation. 
 
error (Std. Error) of the coefficients measures the precision of the coefficients. 
The smaller the standard error, the more precise the estimate.  

5.2.2. Random Forest Model 
We used 75% of the dataset to train the model and 25% for validation, which are 
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respectively 93,784 and 31,262 observations. The best random forest classifier is 
the model with 500 trees, 2 as the number of variables at each split. This is the 
best combination that produces the smallest OOB (Out of Bag) estimate of error 
rate (10.18%). So, the train dataset model accuracy is around 90%, indicating 
that around 10% of the total observations are misclassified. 

Figure 4 shows the variable importance using the mean decrease in Gini coef-
ficient. This is a measure of how each variable contributes to the homogeneity of 
the nodes and leaves in the resulting random forest. The higher the value of the 
mean decrease Gini score, the higher the importance of the variable in the model. 

As shown in Figure 4, the top five important variables are recoveries, debt to 
income (dti), annual income, revolving balance, revolving utilization and loan 
amount. It is convenient to underscore the huge gap between recoveries and the 
other independent variables in terms of importance.  

5.2.3. Neural Network Model 
In order to fit the neural network model, we used the package nnet in R with 1 
hidden layer containing 18 neurons. We run a maximum of 500 iterations, with 
logistic activation function. The model was trained using 75% of the retained 
sample. 

We used Garson’s algorithm to determine the variable importance for the 
neural network model (Figure 5). 
 

 

Figure 4. Variables importance according to the mean decrease Gini. 
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It stands out that the variable employment length has the lowest importance 
on the output, whereas the variable recoveries have the highest importance, fol-
lowed by verification status, annual income. It is convenient to indicate that the 
variable recoveries remain the top variable for all of the three models used by 
this paper (logistic regression, random forest and neural nework).  

5.2.4. Models Comparison 
We evaluated the predictive power of our models using 25% of the dataset cor-
responding to 31,262 observations. We compared their results with two main 
measures: Receiver Operating Characteristic (ROC) and Confusion matrix.  

As shown in Table 4, the neural network classifier appears to be the best 
model with the highest AUC value, 0.936, which indicates an excellent model 
according to Abdou et al. (2016); whereas the performance of the logistic regres-
sion and the one of the random forest are the same. However, all three models 
outperform the LendingClub model whose evaluation indicates an AUC of 0.67. 
 

 

Figure 5. Variable importance using Garson’s algorithm. 
 
Table 4. Receiver operating characteristic-AUC. 

Measure Logistic regression Random forest Neural network 

AUC 0.899 0.899 0.936 
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These performances are reflected in the ROC curve of the classifiers (Figure 
6). 

As observed in Figure 6, the neural network model displays a better discrimi-
natory power. Its ROC curve is more slightly distant to the diagonal line (which 
is referred to as a model without discriminatory power) than the one of the other 
models.  

With regard to the confusion matrix as performance metric, no difference is 
really observed in the models accuracy (Table 5). The results show an accuracy 
of approximately 0.90, meaning that the models make around 90% of correct 
predictions for the test data, which is relatively high. 
 

 

Figure 6. ROC curve of the three classification models. 
 
Table 5. Confusion matrix of the models. 

Parameter Logistic regression Random forest Neural network 

Accuracy 0.899 0.899 0.894 

Sensitivity 1.000 0.995 0.790 

Specificity 0.799 0.803 0.825 
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When it comes to the sensitivity, the logistic regression and the random forest 
models display the best performance, whose values indicate that they correctly 
classify all of the defaulted loans; whereas the neural network model correctly 
classifies 79% of the defaulted loans. On the other hand, the neural network 
model shows the highest specificity indicating that 82.5% of the non-defaulted 
loans are correctly classified. Around 80% of the non-defaulted loans are cor-
rectly classified by the logistic regression and the random forest models.  

Overall, the logistic regression, the random forest and the neural network 
models display high AUC and high accuracy indicating good ability to discrimi-
nate between defaulted loans and non-defaulted loans. So, there is no need for 
further tuning.  

6. Conclusion 

In order to help investors make informed decisions by minimizing default risks 
and reducing information asymmetry relating to the peer-to-peer lending plat-
forms, this paper aimed to build three credit scoring models using data from the 
leading American peer-to-peer lending platform, LendingClub, employing three 
machine learning methods: logistic regression, random forest and neural net-
work. The study used the accepted loan application data from 2007 to 2018 con-
taining 2,260,701 observations and 151 variables including the borrower’s per-
sonal information, loan characteristics and credit history. The analysis window 
considered by the study was January 20213 to December 2014, which is the most 
suitable and relevant period, mainly because loans disbursed after 2014 were not 
fully expired when the data were collected in 2018. Therefore, it might be diffi-
cult to classify them as defaulted or non-defaulted loans. The study was inter-
ested only in the individual loans. As a result, the dataset was reduced to a sam-
ple of 388,518 loans with 151 variables each. Furthermore, the definition of de-
fault and non-default was based on the variable loan status, where “full paid” 
represents non-default and the rest of the attributes stands for default. Approx-
imately 83% of the loans (295,995) were classified as non-defaulted against 17% 
as defaulted loans (62,523). After data processing and exploratory data analysis, 
we selected 18 significant variables. We adopted the undersampling method to 
deal with the imbalanced data. Thus, the same amount of data were randomly 
sampled for non-defaults (62,523) and defaults (62,523), corresponding to a total 
of 125,046 loans whose 75% was used to develop the models and 25% to validate 
the models.  

The empirical results show that the independent variables recoveries, debt to 
income, annual income and the loan amount had the strongest relationship with 
the response variable, mainly with regard to the logistic regression and the ran-
dom forest classifiers. We can also notice that the independent variables verifica-
tion status and annual income gained in importance when it comes to determine 
variable importance for the neural network model. The independent variable 
recoveries were the most significant ones with the strongest association with the 
response variable for the three models under study. Using the Receiver Operat-
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ing Characteristic as a performance metric, the neural network model outper-
formed the logistic regression (0.899) and the random forest (0.899) with an 
AUC of 0.936, while the assessment of the LendingClub model showed a low 
performance (0.67). On the other hand, in terms of confusion matrix, no differ-
ence is noted in the accuracy of the models, since their respective values are es-
sentially 0.9. The neural network displayed the best specificity (over 0.8), while 
its sensitivity is the smallest one (less than 0.8). Overall, the neural network clas-
sifier displayed a better predictive power compared to the logistic regression and 
the random forest, even though no significant differences are overall observed in 
the values of the performance metrics used.  

In addition to the credit scoring models, investors might take into account in 
their investment decision the relationship between some variables and the like-
lihood of default. For instance, the higher the loan amounts, the higher the like-
lihood of default. The higher the debt to income, the higher the likelihood of de-
fault. Whereas the higher the annual income, the lower the likelihood of default. 
The likelihood of default tends to decrease as the number of total open accounts 
increases.  

Finally, this paper shed the light on the relatively low predictive power of the 
LendingClub model through an assessment using the distribution of the grades 
of the borrowers provided in the dataset and the response variable we defined. 
The low performance observed served as foundation to develop and propose 
three better credit scoring models, adopting undersampling method. However, 
there is still room for improvement. Future studies might collect data from dif-
ferent periods, with oversampling technique or both oversampling and under-
sampling for comparison, in order to select the model with the best predictive 
power that would help investors construct a much more profitable investment 
loan portfolio.  
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