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Abstract 
Depression is a major public health problem around the world and contri-
butes significantly to poor health and poverty. The rate of the number of 
people being affected is very high compared to the rate of medical treatment 
of the disease. Thus, the disease often remains untreated and suffering con-
tinues. Machine learning has been widely used in many studies in detecting 
depressive individuals from their contents on online social networks. From 
the related reviews, it is apparent that the application of stacking for diag-
nosing depression has been minimal. The study implements stacking based 
on Extra Tree, Extreme Gradient Boosting, Light Gradient Boosting and Mul-
ti-layer perceptron and compares its performance to state of the art bagging 
and boosting ensemble learners. To better evaluate the effectiveness of the 
proposed stacking approach, three pretrain word embeddings techniques in-
cluding: Word2vec, Global Vectors and Embeddings from language models 
were employed with two datasets. Also, a corrected resampled paired t-test 
was applied to test the significance of the stacked accuracy against the base-
line accuracy. The experimental results shows that the stacking approach 
yields favourable results with a best accuracy of 99.54%. 
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1. Introduction 
1.1. Depression 

Health is not just the absence of disease, but a state of complete mental, physical 
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and social well-being [1]. On the other hand, mental health is a state of 
well-being in which the individual can cope with the normal stresses of life, rea-
lizes his or her own abilities and can work fruitfully [1]. Mental illnesses, such as 
depression and Post-traumatic stress disorder (PTSD) cause a large share of the 
burden of disease worldwide [2] [3], but are under diagnosed and undertreated 
around the world [4]. Depression is a major form of mental health disorder that 
negatively affects the way you think, how you feel and how you act. Some of its 
signs and symptoms include: feeling sad, having a depressed mood, changes in 
appetite, loss of pleasure or interest in activities once enjoyed, sleeping too much 
or difficulty in sleeping, weight loss or gain unrelated to dieting, loss of energy or 
increased fatigue. It affects all age groups, both men and women [5]. 

Depression is an important risk factors for other lifestyle diseases like ischem-
ic heart diseases, hypertension, diabetes, as well as intentional and unintentional 
injuries [5] [6]. It can lead to suicide and other communicable diseases like Tu-
berclosis [6]. Individuals suffering from the illness often perform poorly in work 
places and educational institution. As a result, are deprived of many social and 
economic privileges and opportunities [5]. The economic burdens of depression 
are enormous and often unmeasured. Depression contributes significantly to 
poor health and poverty. 

Depression has become the fourth major disease globally [7]. Compared to the 
number of people who are being affected, the rate of medical treatment of de-
pression is very low due to difficulty of diagnosing the illness [7]. According to 
the World Health Organization survey in 2012, more than 350 million people 
were suffering from depression and almost 1 million people with depression 
commit suicide each year [7]. The lifetime prevalence of depression among high 
and low-middle income countries is estimated to be 14.6% and 11.1% respec-
tively. More than 20% of the population of the united state experience a mental 
health illness in a given year [8]. About 11% of the population of Europe died of 
having depression related illnesses and 9.3% of the Chinese population suffer 
from depression related illnesses [8]. An organisation for economic co-operation 
and Development report in Japan shows that the standardized suicide rate per 
hundred thousand people in Japan was 20.9% in 2011 [9]. Mental health prob-
lems are critically increasing in Africa too. From 2000 to 2015, the lost years of 
disability increased by 52% due to mental and substance use disorder while the 
continent’s population grew by 49% [8]. 

1.2. Background of the Study 
1.2.1. Natural Language Processing, Machine Learning and Ensemble 

Learning 
Natural language processing (NLP) and machine learning has been utilized 
enormously in recent years in depicting the mental state of users based on their 
shared content in online social media networks. NLP is a branch of artificial in-
telligence that gives machines the ability of read, understand and derive meaning 
from human language. It combines computer science, linguistics and machine 
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learning to create models that can comprehend, break down and separate signif-
icant details from text and speech. On the other hand, Machine learning (ML) 
involves learning patterns from data and making predictions based on those 
patterns. Supervised learning is one subcategory of Machine learning which in-
volves the use of labeled datasets to train algorithms to classify data accurately. 
Regression and classification are two categories of supervised learning. 

Ensemble learning involves employing a set of base (weak) learners, training 
them on a given training data, and combining their predictions to get one final 
prediction [10]. A weak learner is a learner who performs slightly better than a 
random guess [11]. The base learners can be trained on different training sets or 
feature sets and the combination of their predictions aims to reduce overfitting 
problems, and improve the accuracy and generalization ability of classification 
[12]. The base predictions are combined by voting or meta-learning [10]. In me-
ta-learning, there is more than one learning stage and it involves learners learn-
ing from the output of other learners to output the final prediction. Max voting, 
averaging voting and weighted average voting are the three methods of voting. 
Max voting involves outputting the class with the most votes. Averaging voting 
involves averaging the base predictions by determining their arithmetic mean 
while weighted average voting involves averaging by assigning different weights 
to base predictions. The most popular ensemble learning techniques are bagging, 
boosting and stacking [10]. 

Bagging [13] is an ensemble learning technique that combines several base 
learners trained on multiple small subsets of the original data. To develop a bag-
ging model, multiple datasets are generated by bootstrapping the original dataset 
and individual algorithms are trained on the bootstrap replicates. Predictions are 
made with the developed models and the final prediction is gotten by majority 
voting of the various predictions. Random Forests (RF) algorithm is an example 
of bagging. Boosting [14], on the other hand, is a sequential process that at-
tempts to convert several weak learners to a strong learner. Each weak learner 
tries to correct the weaknesses of the previous model by assigning more weights 
to samples that were wrongly identified by the predecessor. Examples of boost-
ing algorithms are Adaptive Boosting (AdaBoost) and Extreme Gradient Boost-
ing (XGBoost). 

The stacking method was introduced by Wolpert [15], and is also referred to 
as stacked generalization. The stacked architecture consists of two or more base 
learners, also known as the level 0 learner and a meta learner, also referred to as 
the level 1 learner. The meta learner learns how to best combine the predictions 
of the base models, trained on a given training data. For classification, these 
outputs from the base models can be class labels or probability values [16]. 
Stacking performs as well as or better than the individual methods that consti-
tute the system [17]. Like other ensemble methods, stacking is also computa-
tionally costly. 

1.2.2. Social Media Network 
The online use of social networks such as twitter, Instagram, Facebook, Whatapp 
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have been in a rise in recent years. The site has over 200 million users active each 
month [18], generating messages at a peak rate of 230,000 per minute [18]. 
These platform gives users the opportunity to express their opinion, feelings, 
emotions, ideas and sentiments about a given topic, situation or issue online. 
While this is useful for users on one hand, it also provides an opportunity or 
platform for experts to monitor the mental state of individuals based on the 
written expressions and activities online. Machine learning has widely been used 
in depicting the mental state of users based on their content on social networks 
with significant positive performance. 

This work focuses on ensemble and supervised machine learning strategy 
based on stacking to identify individuals with depression from their text from 
online social media networks. The related review shows that there has been little 
progress in using stacking techniques to identify depression in social media 
networks; hence, more study and analysis are needed. Also, a number of current 
studies for depression detection from text used ensemble models or neural net-
works. However, there hasn’t been enough focus on combining ensembles and 
neural networks in a single framework. The following are the study’s contribu-
tions: 
• Application of Stacking based on three ensemble learning approaches and a 

deep learning approach namely; Extremely Randomized Trees (ET), XGBoost, 
Light gradient boosting machine (LightGBM) and Multi-layer perceptron 
(MLP). To the best of the authors’ knowlegde, these combinations have never 
been used in any other study. Despite the ET, XGBoost and LightGBM mod-
els’ potential for learning and their strong mathematical theory, they can only 
employ tree models that belong to the same category, and it is challenging to 
overcome the tree models’ shortcomings. The MLP is used to enhance the 
training models’ performance while aiming to generate better results. 

• Application of feature extraction techniques including: Word2vec, Global 
Vectors (GloVe), and Embeddings from language models (ELMo) to estab-
lish real-valued vector representations of documents on two datasets namely; 
Sentiment_tweets3 and depression_data_reddit_clean. The latter dataset has 
not been identified in any other paper to the best of the authors’ knowledge. 

• Application of performance evaluation measures including: accuracy, preci-
sion, recall, F1-measure and Area under the receiver operating characteristic 
curve (AUC) to assess the performance of all classifiers. 

• Comparison of the feature extraction approaches. 
• Comparison of the suggested stacked ensemble technique to MLP and other 

bagging and boosting strategies including: RF, ET, Adaboost, Gradient Boost-
ing Machine (GBM), XGBoost, and LightGBM, as well as other works in lite-
rature. 

• Application of a corrected resampled paired t-test to assess the accuracy sig-
nificance of the proposed stacking strategy. This method has never been uti-
lized in any other study for depression detection from text. 

• The remainder of the study is structured as follows. The prior research and 
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methods for identifying depression from social media text are reviewed in 
Section 2. Shared in Section 3 are the methodologies used in this investiga-
tion. Section 4 explains the findings, and Section 5 offers the study’s conclu-
sions. 

2. Related Works 

Several feature extraction and data mining techniques have been employed by 
researchers in diagnosing depression from scrapped data from different social 
media platforms across different languages. Some restricted to text data only 
while some extend to other user information in these blogs. 

[19] compared the performances of several K-Nearest Neighbors (KNN) clas-
sification algorithms including: Fine KNN, Coarse KNN, Medium KNN, Cubic 
KNN, Cosine KNN, and Weighted KNN. Four feature sets were created based 
on Linguistic Inquiry and Word Count (LIWC) processes including: the linguis-
tic style, temporal process, emotional process, and all three categories. The 
Coarse KNN outformed the other KNNs based on precision, recall and F1-score 
on the different feature sets. [20] employed several techniques including: Deci-
sion tree (DT), Support Vector Machine (SVM), KNN, Boosting and Bagging to 
detect depression among social media users. Feature extraction was based on 
LIWC. Four feature sets were created based on linguistic styles, temporal processes, 
emotional processes and a combination of all three. The DT performed better 
than the other classifiers employed with an accuracy of 72%. [21] used SVM and 
RF with different feature extraction techniques including Term frequen-
cy-inverse document frequency (TF-IDF), word embeddings and Bag of Words 
(BoW) as well as morphological and stylometric features for detecting depres-
sion from social media data. The SVM model with TF-IDF plus morphological 
and stylometric features yielded the best F1-score of 63.36%, while TF-IDF with 
RF yielded the best precision of 79.4%. 

[22] implemented RF for diagnosing depression from text data based on 
LIWC processes as well as temporal and non-temporal emotion features. The RF 
achieved a best accuracy of 87.27% with non-temporal feature vectors which 
consist of 9 entries for each user (Emotion Overall Score, Disgust, Anger, Hap-
piness, Fear, Surprise, Sadness, Confusion, Shame). [23] implemented the regu-
larized generalized linear model with TF-IDF for detecting Nigerians with de-
pression from their tweets, with a precision, recall and F1-score of 0.89, 0.91 and 
0.90 respectively. [24] developed a majority vote ensemble for depression detec-
tion from twitter data based on three baseline classifiers including: Naive Bayes 
(NB), GBM and RF. Feature extraction was based on 5 feature sets related to 
posting patterns and linguistic cues and the majority vote ensemble classifier 
outperformed the baseline classifiers with accuracy of 85.09%. 

[25] used the hierarchical hidden Markov model for calculating the degree of 
depression of users in online social communities. Next, Logistic Regression (LR), 
RF, and Gaussian NB were implemented with different word representation 
techniques including: GloVe, Word2Vec and FastText. RF with FastText achieved 
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the best performance. [26] applied LR, SVM, AdaBoost, RF, and MLP on De-
pression-related text post obtained from Reddit. Feature extraction was based on 
N-gram, Linear discriminant analysis (LDA) and LIWC. [27] applied sentiment 
analysis on tweets to assigned binary classes. That is, the depressed and 
non-depressed class. The NB and SVM algorithms were employed with BoW for 
feature extraction and the result showed that the NB performed better than 
SVM. 

[28] used TF-IDF to developed a linear kernel SVM classifier based on users 
tweets and their activities on twitter. The classifier scored an accuracy and recall 
of 82.5% and 85% respectively. 

[29] used several classifiers including RF, LR, SVM, and NB for detecting de-
pression from social media content. The results obtained shows that the LR pro-
vides higher performance. [30] implemented convolution neural network (CNN) 
classifier with bidirectional encoder representations from transformers (BERT) 
for obtaining embeddings and achieved an accuracy, precision, recall and 
F1-score of 88.4%, 90.3%, 87%, and 93.6% respectively. 

[31] implemented XGBoost and CNN for detecting mental illness using 
TF-IDF and Continuous bag of words (CBOW) feature extraction techniques 
respectively. [32] implemented long short-term memory (LSTM) on tweets with 
93% accuracy. Vectorization of the dataset was done by generating features based 
on the maximum length of the tweets and an online dictionary for mapping 
words to numerical values. [33] applied RF, XGBoost, NB, SVM, KNN and DT 
algorithms with BoW feature extraction technique for predicting depression 
from Bengali text. The NB achieved the best accuracy of 86.6%. 

[34] employed several classifiers including NB, LR, SVM and LSTM with 
word2vec embedding technique for identifying depression. The LSTM outper-
formed the other models with an accuracy of 99.92%. [35] suggested a hybrid 
method to evaluate user text messages on Reddit for detecting depression. Deep 
learning techniques were trained on the created training data, and their effec-
tiveness was evaluated using the test data. In particular, the Bidirectional LSTM 
(BiLSTM) was proposed, which included a number of metadata elements and 
word embedding techniques, and it achieved favorable performance. [36] used 
the python textblob package to assigned sentiments labels to twitter depression 
related post and python NLTK package to extract 86 linguistic features such as 
sentence-level, word-level and character-level features. Several traditional and 
ensemble learning techniques including NB, DT, RF, SVM, LR, Adaboost, Bag-
ging, Stacking and Multilayer Perceptron were applied and the RF outperformed 
the other classifiers with an accuracy of 60.54% 

[37] implemented majority voting and blending for diagnising depression 
from tweets based on LR, KNN, DT, SVM, NB and MLP and achieved an accu-
racy of 85.35% and 87.21% respectively. [38] used NB, KNN, SVM, regularized 
LR and Simple LR to implement stacking for detecting depression from Chinesse 
social media data based on attributes related to one of seven categories (part of 
speech, emotional words, personal pronoun, specific words, polarity, posting 
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habits, posting time) with a best accuracy of 90.27%. [39] suggested a hybrid 
model based on CNN and biLSTM with an accuracy of 94.28% for predicting 
depression from tweets. The convolutional layer of CNN was used to extract 
embeddings while the biLSTM was used to analyze longer text sequences. Com-
parisons were made between the proposed CNN-BiLSTM model, CNN and 
RNN models, as well as other standard techniques. Experimental results using a 
number of performance metrics suggest that the proposed technique can im-
prove predictive performance. 

[40] applied bagging on three datasets based on LSTM and LR for identifying 
individuals suffering from depression. Averaging was used to fuse the results of 
the classifiers. Feature extraction was based on Glove embeddings and sentiment 
features for the LSTM and LR respectively and the ensemble classifier achieved a 
best accuracy and precision of 75.55% and 85.05% respectively. [41] imple-
mented Adaboost, DT, KNN, MLP, LR, NB, SVM, linear discriminant analysis 
(LDA) and RF for diagnosing depression from social media text on a manually 
annotated dataset of three classes. Feature extraction was based on TF-IDF, 
Word2vec and GloVe. The RF with Word2vec embeddings outperformed the 
other classifier with an accuracy of 87.7%. [42] applied KNN, NB, LR, SVM, RF, 
CNN and Gated Recurrent Unit (GRU) for detecting severity of depression from 
Bengali text. The data was extracted from Bengali social media platform and 
annotation was based on the “Diagnostic and Statistical Manual of Mental Dis-
orders’’. Feature extraction was based on TF-IDF for the traditional Machine 
Learning techniques and word embeddings for the deep learning techniques. 
The GRU achieved the best accuracy of 81%. 

[43] made a contrast between Stemming, Lemmatization and different lexical 
techniques in a suggested arabic twitter preparation system. The twitter data 
used was retrieved from twitter and annotation was done by five experts. Next, 
Universal Sentence Encoder (USE) and BERT were applied. Different perfor-
mance measures including accuracy, F1-score, specificity, Youden Index, AUC, 
Intersection over Union (IoU), and weighted sum metrics (WSM) were used to 
access the models’ performance. The Arabic BERT models achieved the best 
WSM of 95.26%, while the USE models achieved the best WSN of 80.20%. [44] 
proposed a sentiment analysis method based on man-made criteria and termi-
nology for calculating the inclination of depression. Next, a predictive frame-
work was developed which incorporates a CNN model built on a benchmark 
twitter dataset and Whale Optimization Algorithm for hyperparameters optimi-
zation during training. The proposed approached outperformed BiLSTM and 
CNN-BiLSTM with a recall of 92.89%. [45] implemented several Machine 
learning classifiers including the NB, LR and SVM. Feature extraction was based 
on TF-IDF, GLove and all-MiniLM-L6-v2. For each feature extraction technique, 
additional sentiment features were added which include the subjectivity, polarity, 
positivity, neutrality and negativity of the text with the aid of the Vader and 
textblob package of scikit-learn library of python. The experimental results show 
that the classifiers achieved a better results with the addition of the sentiment 
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features. 
[46] proposed a feature for detecting depression from tweets based on the av-

erage of the sentiment value of the word that make up the tweets and showed 
that this feature is useful to diagnose depression by training an XGBoost classifi-
er with accuracy of 78%. When combined with N-Gram + TF-IDF and LDA, an 
accuracy of 89% was achieved using the SVM classifier. [47] proposed the 
SERCNN framework for identifying individuals with depression from their 
tweets. The proposed framework was built by stacking two pretrain Glove em-
beddings trained on different domains and reintroducing the concatenated out-
put to the CNN classsifier. The proposed framework outperformed other base-
lines and state-of-the-art approaches with an accuracy of 93.7%. [48] applied six 
machine learning algorithms for diagnosing depression from tweets. Feature ex-
traction was based on TF-IDF and the SVM outperformed all other classifiers 
with an accuracy of 79.90%. 

[49] first applied LSTM for detecting depression from tweets. Feature extrac-
tion was based on fast text word embeddings and the classifier achieved a 95.12% 
accuracy. Next, the models’ performance was enhanced using a hybrid BiLSTM 
+ CNN model. Superior sequence features were extracted from text data using 
the BiLSTM layers whereas CNN improves performance with higher dimension-
al features. [50] proposed a novel classification model called the cost-sensitive 
boosting pruning tree (CBPT) based on Adaboost on two depression datasets. 
The pruning item helps to determine the optimal depths and leaves of the tree 
model while the cost item helps to assign different weights to misclassified sam-
ples based on the level of difficulty in classifying them in the previous iteration. 
Feature extraction was based on LDA, user profile feature, social interaction fea-
ture and linguistic features. In comparison to numerous state-of-the-art boosting 
algorithms, CBPT achieves pleasing classification results 

[51] proposed a hybrid deep learning classifier of accuracy of 0.86 and an 
F1-score of 0.86 which constitutes a pretrained sentence BERT and CNN to di-
agnose individuals suffering from depression using the Self-reported Mental 
Health Diagnoses dataset. BERT was used to obtain the embeddings of mea-
ningful information in every post while CNN was used for more transformation 
of these representations and the temporal establishment of behavioral patterns 
of users. [52] applied LSTM and several machine classifiers including Multi-
nomial NB, RF and SVM for depression detection task from twitter data. The 
experimental results showed that the SVM achieved the best accuracy of 80.37% 
while the LSTM achieved the best recall of 0.88%. Feature extraction was based 
on TF-IDF for the SVM classifiers and Word2vec for LSTM. [53] compared the 
performances of SVM, KNN, RF, DT, LR and NB on detecting individuals with 
depression from Facebook and YouTube comments. The retrieved posts were 
manually annotated as either being depressed or not depressed and feature ex-
traction was based on TF-IDF. The SVM outperformed the other classifiers with 
an accuracy of 75.15%. [54] trained an emotion detection model from speech 
based on LSTM with 98% accuracy and a depression detection model from 
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tweets based on RF with 95% accuracy. Feature extraction was based on the Mel 
Frequency Cepstral Coefficients (MFCC) for the emotion model and TF-IDF for 
the depression model. The prediction obtained from both classifier were com-
bined with a DT which resulted in a 100% accuracy. [55] applied bagging based 
on DT with BoW for depression detection from Twitter data. The experimental 
results showed that the proposed approach outperformed other classical ma-
chine learning techniques with an accuracy of 98.33%. [56] implemented LR, 
SVM, RF and gradient boosting for detection of students aged 10 to 17 with de-
pression based on their written compositions and scores on a Children’s Depres-
sion Inventory. Feature extraction was based on all 102 processes of the Chinese 
version of LIWC and a pre-train corpus consisting of 300-dimensional Word2vec 
vectors. 

3. Methods 
3.1. Datasets 

Data can be accessed freely from social media networks but much time and ex-
pertise are required to clean and annotate texts for depression. Two datasets that 
are freely and publicly accessible have been used in this study: Sentiment_tweets 3 
and Depression_dataset_reddit_cleaned dataset. 

Sentiment_tweets 3: It is a benchmark dataset for depression prediction con-
taining 10,314 labeled instances. It consists of two main features: “message’’ and 
“label’’. The “message’’ feature contains tweets in english and not restricted to 
any demographic characteristics of the users. While the “label’’ feature indicates 
whether a tweet is classified as depression or not. A label of “1’’ for a tweet de-
notes that the user who posted the tweet has depression while a label of “0’’ de-
notes otherwise. 8000 of the instances are non-depressive (labeled 0) and are 
randomly sampled instances with positive sentiment from the Sentiment_140 
dataset of [57], obtained using the Twitter application programming interface 
(API) with the help of related keywords. The remaining 2314 instances are de-
pressive (labeled 1) and were scrapped from Twitter using the Twitter Intelli-
gence Tool (TWINT) with the aid of keywords and hashtags related to depres-
sion. The dataset is avalaible at 1. The Sentiment_140 is one of the most well- 
known datasets for sentiment analysis. It consists of 1.6 million tweets, and has 
annotation as either being 4 = positive, 2 = neutral or 0 = negative. 

Depression_dataset_reddit_cleaned: It consist of a subset of randomly se-
lected instances from the Reddit Self-reported Depression Diagnosis dataset de-
veloped in [58] due to its large size and has been cleaned using a variety of NLP 
techniques. It consists of two main features: “clean_text’’ and “is_depression’’. 
The “clean_text’’ feature contains posts of Reddit users not restricted to any de-
mographic characteristics. While the “is_depression’’ feature indicates whether a 
post is labeled as depression or not. A label of “1’’ for a post denotes depression 
while a label of “0’’ denotes otherwise. Annotation of the dataset was done by 

 

 

1https://raw.githubusercontent.com/viritaromero/Detecting-Depression-in-Tweets/master/sentimen
t_tweets3.csv. 
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three experts. It consists of 7731 instances, and 3831 of which are labeled as de-
pressive and 3900 as non-depressive. The dataset only captures a subpopulation 
of Reddit users and may not be a representation of the whole population. It is 
available at 2. 

3.2. Data Preprocessing 

Figure 1 shows the most common words for the datasets used by depressed us-
ers after data preprocessing. Data preprocessing helps to produce a cleaner and 
more manageable dataset for subsequent analysis. Thus, enabling a more accu-
rate and efficient transformation of documents into vectors and enhancing the 
performance of the learning models. The steps include: 
• Removal of stop words. Stop words are regularly occurring words such as “a’’, 

“the’’, “is’’. They do not provide useful information. 
• Removal of noise from the text to improve purity by eliminating unreadable 

characters such as URLs and non-ASCII characters. 
• Words in social media maybe spelled incorrectly or abbreviated. We em-

ployed the Textblob API described in [59] to correct misspelled words. 
• Emoji and emoticons in texts also provide valuable information and are con-

verted to their respective words for inclusion in the analysis. 
• Conversion of all characters to lowercase to avoid case sensitivity. 
• Lemmatization, which involves the conversion of words to their base form to 

reduce ambiguity. 
• Tokenization, which involves the spliting of text to individual words. 

3.3. Feature Extraction 

Pre-train Word2vec, GLoVe and ELMo word embeddings have been used for 
feature extraction in this work. Word embeddings are real-valued vector repre-
sentation of words such that words with similar meaning have similar represen-
tation. That is, are closer in the vector space. Word2vec and GloVe are tradi-
tional embeddings techniques and thus, assigns a single vector representation to 
each word. Whereas ELMo is a contextualized embedding and thus, generates 
dynamic enbeddings of words based on the context in which they appear. Thus, 
by employing these techniques, we attempt to compare the effectiveness of these 
two categories of embeddings on depression detection task. Also, these approaches 
have shown to yield favourable results in many text classification tasks. The fact 
that pre-trained embeddings are learned on a large corpus and can yield signifi-
cantly better performance when implemented on smaller training datasets is the 
primary reason of utilizing them in this work. So, using pre-trained embeddings, 
we attempted to compare the effectiveness of the stacking technique to the base-
line ensemble learning techniques. In this study, document (text) embeddings 
were obtained by averaging the embeddings of the words that make up the 
document. 

 

 

2https://www.kaggle.com/datasets/infamouscoder/depression-reddit-cleaned. 
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(a) Sentiment_tweets3           (b) Depression_dataset_reddit_cleaned 

Figure 1. Word cloud of depressive post. 

3.3.1. Word2vec 
Word2vec [60] is a neural network model that produces embeddings of words 
based on the assumption that the semantics of a word can be inferred from its 
context. In essence, it seeks to maximize the probability of the target term given 
the input term as 

( ) ( )
( )

T

T

exp

exp
j k

i k

w w

v
wi

j k
w

v v
p w w

v v

′
=

′∑
                     (3.1) 

where jw  and 
jwv′  are the target word and its word embedding respectively. 

kw  and 
kwv  represents the input word and its word embeddings respectively. 

v is the vocabulary size. T and exp denotes the transpose and exponential respec-
tively. 

Word2vec embeddings can be estimated by two approaches namely; The Con-
tinuous Bag-of-Words(CBOW) approach, which learns the embedding by esti-
mating the target word based on its context and the Skip-gram approach, which 
learns by estimating the context based on an input word. Figure 2 is an illustra-
tion of the Word2vec techniques. 

In this study, we used the Google news corpus which consists of a pre-trained 
vector representation of words obtained by learning the CBOW model on more 
than 100 billion words from the Google News dataset. It consists of 300-dimen- 
sional vectors of 3 million words and phrases and is available at 3. 

3.3.2. Global Vectors (GloVe) 
GLoVe [61] is a type of word embedding technique that encrypts the overlap-
ping probability ratio between two terms as vectors. GloVe seeks to minimize 
the difference between the dot product of the vector representations of two 
words and the logarithm of their number of co-occurrences using a weighted 
least squares objective O. 

( ) ( )( )2T T

,
log

V

ik i k i k ik
i k

O h x w w b b x= + + −∑ 

           (3.2) 

where iw  and ib  are, respectively, the word vector and bias of word i. kw  
and kb  are, respectively, the context word vector and bias of word k. ikx  
represents the number of times word i appears in the context of word k. h is a 
function that assigns lesser weights to frequent and rare co-occurrences. We  

 

 

3https://code.google.com/archive/p/word2vec/. 
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Figure 2. Word2vec model techniques. 

 
used the glove-wiki-gigaword-300 corpus consisting of 300-dimensional vectors 
of 400,000 tokens obtained by training the GloVe model on Wikipedia 2014 and 
Gigaword 5 data and available at4. 

3.3.3. Embeddings from Language Models (ELMo) 
ELMo [62] is a context-based word representation technique. ELMo word vec-
tors are learned using a two-layer bidirectional language model (biLM) pre-trained 
on a large text corpus. Each layer comprises of backward and forward pass. With 
ELMo, a word can have several vector representations based on the context. For 
example, consider the following sentences. 

“She kicked the bucket.” 
“I must accomplish every item in my bucket.” 

“The bucket is mine.” 
The word “bucket” has different meanings in each of the three sentences, 

hence will have distinct embeddings with ELMo in contrast to Word2vec and 
GloVe where it will have a single representation. We implement ELMo using the 
TensorFlow tools [63] which generates 1024-dimensional vector representation 
for each word. 

3.4. Baseline Methods 

State of the art bagging and boosting ensemble techniques have been chosen as 
baseline method for this study as well as neural network as a way to better eva-
luate the effectiveness of the proposed stacking approach. 

3.4.1. Random Forest 
Random forest is an ensemble learning method based on bagging that uses vot-
ing to combine the output of multiple decision trees. Suppose  

( ) { }{ }, , R , 0,1
nm

i i i i i
D x y x y= ∈ ∈  is the training data. For 1, ,j J=  , Bootstrap 

 

 

4https://huggingface.co/fse/glove-wiki-gigaword-300. 
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samples Dj of size n are created from D. For each Dj, a decision tree is fitted as 
describe in [64]. 

The output of classification for a new point x is computed as 

( ) ( )( )
1

ˆ ˆarg max
J

j
y j

f x I g x y
=

= =∑                  (3.3) 

where ( )ˆ jg x  is the prediction of the target variable at x using the jth tree. The 
algorithm generally produces a high accuracy and is unlikely to overfit with 
more features. On the other hand, it also requires much time for training as it 
combines many decision trees. 

3.4.2. Extremely Randomized Trees Classifier (Extra Trees Classifier) 
Extra tree [65] is quite similar to a random forest classifier and only differs from 
it in the way the decision trees in the forest are built. Each decision tree is fitted 
to the original training sample such that, at each test node, k randomly selected 
features from the feature set are provided, from which it must choose the best 
feature to create the split according to some mathematical criteria (usually the 
Gini Index). This random sample of features leads to significantly lower compu-
tational time and variance compared to random forest and helps to produce 
multiple de-correlated trees. 

3.4.3. Adaptive Boosting (Adaboost) 
Let ( ) { }{ }, : , 1,1

n
i i i i i

x y x X y∈ ∈ −  be the training data. For iteration 1, ,t T= 
, 

The dataset is sampled using a weight distribution tW  initially given by 

( )1
1W i
n

=  and a weak learner, Decision tree in our case, is trained repeatedly on 

the training set to obtain the classifiers { }: 1,1th X → −  with minimized 
weighted error tε  relative to tW . 

( )
( )

( )~
:

Pr
t

t i i
t i W t i i t

i f x y
f x y W iε

≠

 = ≠ =  ∑                  (3.4) 

A weight parameter tη , for each t is computed as 

11 ln
2

t
t

te
ε

η
 −

=  
 

                          (3.5) 

tW  is updated is such manner that incorrectly predicted instances are given 
more weight, while correctly predicted instances are given less weight so that 
more misclassified samples will be included in the next iteration. Thus, giving 
them more focused in the subsequent iteration and reducing error. 

( )
( ) ( )( )

1

expt t i t i
t

t

W i y f x
W i

N
η

+

−
=                   (3.6) 

tN  is a normalization factor needed for tW  to be a distribution. The final 
classifier F outputs the sign of a weighted combination of weak classifiers 

( ) ( )
1

F sign
T

t t
t

x f xη
=

 =  
 
∑                      (3.7) 
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The algorithm produces low bias and variance and can yield high accuracy 
like other boosting algorithms. On the other hand, it also requires much time for 
training as it combines many weak learners. 

3.4.4. Gradient Boosting Machine (GBM) 
GBM is an ensemble machine learning algorithm that uses multiple Decision 
Trees as weak learners. This algorithm’s fundamental principle is to develop 
models in a sequential manner, with each model building on the errors or resi-
duals of the preceding one in an effort to reduce the errors of the prior model. 
GBM can be used in classification, but all base models are regression models. 

Let { }, n
i i i

x y  be the dataset, where m
ix ∈  is a collection of independent 

variable and { }0,1iy ∈  represents the target. The initial constant prediction γ  
(log(odds)) are computed as to minimize the loss function L (typically the log-
loss for classification) as 

( ) ( )0
1

arg min ,
n

i
i

F x L y
γ

γ
=

= ∑                     (3.8) 

For iteration { }1, ,m M∈  , the residuals or errors are computed as 

( )( )
( )

( ) ( )1

,
ˆ

m

i i
im

i f x f x

L y F x
y

F x
−=

 ∂
= − 

∂  
                 (3.9) 

For all m, each weak learner ( )mT x  is fitted on the new dataset { }1
ˆ, n

i imx y  as 
to minimize the loss function as  

( )( ) ( ) ( )( )1
, 1

, arg min ,
n

m m i i m i i
T i

T x L y F x T x
λ

λ λ−
=

= +∑            (3.10) 

where L is a loss function and measures the difference between the actual and pre-
dicted value. mλ  is the model’s weight at iteration m. The model is updated as  

( ) ( ) ( )1m i m i m m iF x F x T xλ−= +                   (3.11) 

For binary classification, the probability value that a new point x belongs to 
the positive class is modeled as ( ) ( )( )1| MP y x F xσ= = , where σ  represents 
the sigmoid function and the output class is computed as  

( )
( )

1 if 1| 0.5

0 if 1| 0.5

P y x
y

P y x

 = ≥= 
= <

                  (3.12) 

GBM can be more accurate than RF and ET because each weak learner is 
trained in an attempt to correct the errors of the predecessor. On the other hand, 
it also requires much time for training as it combines many weak learners and 
the algorithm is likely to overfit with a noisy data. 

3.4.5. Extreme Gradient Boosting (XGBoost) 
The XGBoost is a novel implementation method for GBM introduced by [66]. 
XGBoost tries to minimize computation resources while simultaneously pre-
venting over-fitting. This is achieved by simplifying the objective functions 
which consist of the regularization and predictive terms, but preserving an op-
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timal computational speed. Additionally, during the training phase, parallel 
computing is automatically carried out for the functions in XGBoost which 
speed up the running time. Recently, XGBoost has outperformed other machine 
learning approaches in Kaggle and applied machine learning competitions as 
well as in a number of studies. 

The additive learning process in XGBoost is described below. First, the entire 
space of training data is fitted to the first learner, and subsequent learners are 
fitted to the residuals to address the shortcomings of the prior learner. This 
process is repeated until the stopping criteria are met. The model’s final predic-
tion is calculated by adding each learner’s predictions. 

Suppose ( ){ },
n

i i i
D x y=  is the training data, where ix  and iy  respectively 

represents the set of descriptors and class labels. The model expression is given by 

( ) ( ) ( ) ( )1

1
ˆ ˆ

t
t t

i k i i t i
k

y d x y d x−

=

= = +∑                  (3.13) 

where ( )ˆ t
iy  represent the predicted value at the tth iteration; ix  is the input 

vector; ( )t id x  is the learner at iteration t. The objective function is given by 

( ) ( )( ) ( )1

1

2

ˆ,

1
2

n
tt

i i t i t
i

L l y y d x d

T wγ λ

−

=

= + +Ω

Ω = +

∑
              (3.14) 

where l is a loss function, Ω is a regularization term that avoid overfitting by pe-
nalizing the model’s complexity. w and T respectively represent the score on 
each leaf and the number of leaves. λ and γ are constants used to regulate the 
level of regularization. Applying the Taylor’s expansion of the loss function up 
to the second order gives 

( ) ( )2 2

1 1

2

1

1 1
2 2

1
2j j

n T
t

i i i i i i j
i j

T

i j i j
j i I i I

L h d x g d x T w

h w g w T

γ λ

λ γ

= =
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= + + +            

∑ ∑
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         (3.15) 

where ( )
( )( )1

1

ˆ
ˆ,t

i

t
i i iy

h l y y−
−= ∂  and ( )

( )( )1
12

ˆ
ˆ,t

i

t
i i iy

g l y y−
−= ∂  are, respectively, the 

first and second derivative. ( ){ }:j iI i p x j= =  represents the instance set of the 
jth leaf. This second-order expansion technique of the loss function, makes it 
quicker and more efficient than traditional gradient boosting algorithms. 

During splitting, a leaf node is scored using Equation 3.16. The score on the 
left, right, and original leaf, respectively, are represented by the first, second, and 
third terms of the equation while the last phrase is the regularization on the ad-
ditional leaf. 
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XGBoost grows tree using level-wise strategy as describe in Figure 3 which 
results to higher complexity compared to LightGBM. 

3.4.6. Light Gradient Boosting Machine (LightGBM) 
LightGBM [67] is a gradient boosting decision tree implementation. LGBM is 
different from other GBM implementations in that it employs the gra-
dient-based one-side sampling (GOSS) and leaf-wise growth strategy when 
training each decision tree. GOSS seeks to solve the computational complexity 
problem with conventional GBM implementations, which must examine each 
attribute of each data point when calculating the information gain for all possi-
ble splits. The mechanism of GOSS is that, data instances with large gradients 
contribute more to the computation of information gain. As a result, GOSS 
chooses instances with large gradients and randomly samples instances with 
small gradients. This technique makes LightGBM faster and effective than con-
ventional once. 

Leaf-wise growth as describe in Figure 4 is a strategy for growing trees. Each 
time, it searches through the current leaves to locate the one with the highest 
splitting gain, splits it, and repeats the process. In other words, it will select the 
leaf with the highest delta loss to grow. Compared with level-wise growth, the 
leaf-wise strategy can reduce much more errors and achieve better accuracy. The 
drawback of the leaf-wise approach is that it may grow tree deeply and results in 
overfitting. LightGBM tackles this by adding a maximum depth limit to ensure 
better efficiency while preventing overfitting. LightGBM is susceptible to overfit-
ting and thus, easily overfit with small data. 

Let ( ) { }{ }, : , 0,1
nm

i i i i i
D x y x R y= ∈ ∈  be the training data. The model ex-

pression is given by  

( ) ( ) ( ) ( )1

1
ˆ ˆ

t
t t

i k i i t i
k

y f x y f x−

=

= = +∑                 (3.17) 

where ( )ˆ t
iy  represent the predicted value at the tth iteration; ix  is the input 

vector; ( )t if x  is the learner at iteration t. The objective function is given by. 
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1
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n
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i i t i t
i

L l y y f x f
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−

=

= + +Ω

Ω = +

∑
             (3.18) 

where l is a loss function, Ω is a regularization term that avoid overfitting by pe-
nalizing the model’s complexity. w and T respectively represent the score on 
each leaf and the number of leaves. λ and γ are constants used to regulate the 
level of regularization. Applying the Taylor’s expansion of the loss function up 
to the second order gives 
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Figure 3. Level wise growth. 

 

 
Figure 4. Leaf wise growth. 

 
To implement GOSS, First, instances are ranked in descending order based on 

the magnitude of their negative gradient loss function. Let { }1, , ng g  be the 
negative gradient loss function in each iteration. Second, the data is splitted based 
on the absolute values of the gradient. A subset A consisiting of the top-a 100% 
instances with larger gradient is created. While a subset B of size cb A×  is 
sampled from the remaining samples. The instances are then divided based on 
the variance gain ( )jV q  over the subset A B∪  as  

( ) ( ) ( )

2 21 1
1 i l i l i r i ri i i ix A x B x A x B

j j j
l r

a ag g g g
b bV q

n n q n q

∈ ∈ ∈ ∈

 − −   + +    
    = +

 
 
 

∑ ∑ ∑ ∑
 (3.20) 

where { },:l i i i jA x A x q= ∈ ≤ , { },:r i i i jA x A x q= ∈ > , { },:r i i jB x B x q= ∈ ≤ , 

{ },:l i i jB x B x q= ∈ > . 

3.4.7. Multi-Layer Perceptron (MLP) 
Multi-layer perceptron is a feed forward neural network that uses backpropaga-
tion to train the weights of the network [68]. The MLP consist of an input layer, 
one or more hidden layer and an output layer. Each layer consist of simple 
building blocks call neurons. Multilayer perceptron algorithm involves repeated 
cycle of steps. Each cycle is call an epoch. 

First, the weights and bias are initialized with random values. Let 0, ,k p=   
denote the layer index and 1, , ki n=   denote the neuron index within layer k. 
Let ( ){ }, , 1, ,u ux y u N=   be the training data. Where { }0,1uy ∈  and  

{ }1 , , q
u u qux x x= ∈  . Every input neuron is represented by a several variable 

function given by: 
( )

( ) ( )
0: ,

, 0

k q
i

k
i u iu

f q n

f x x k

→ =

= =

 
                    (3.21) 

Every non input neuron is represented by 2 several variable functions 
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( ) :k q
ia →  , ( ) :k q

if →  . Neuron i of layer 0k ≠  receives input from layer 
1k −  with weights and bias represented by ( )1k

ijw −  and ( )1k
ib − . Its output is 

computed as 
( ) ( )( )
( ) ( ) ( )1 1 1 1

1

, 0

k

k k
i i

n
k k k k

i j ij i
j

f a k

a f w b

σ

−
− − −

=

= ≠

 
= + 

 
∑σ

                  (3.22) 

σ  is an activation function. The output of the network is given by 
( ) ( )( ) ( )( ) ( )( )( )1 1, , , ,

p p

p p p p
n nf f f a aσ σ= =              (3.23) 

For binary classification, the final layer is a single output neuron ( 1pn = ) with 
sigmoid activation function given by 

( ) 1
1 e xx −=
+

σ                        (3.24) 

Backpropagation involves computing 
( )k
ij

E
w
∂

∂
 and ( )k

i

E
b
∂

∂
 for all i and j. Where 

E is the error function and is computed as 

( )( ) ( ) ( )( )
1

1 log 1 log 1
N

u u u u
u

E y f x y f x
N =

 = − + − − ∑         (3.25) 

For a small positive number η known as the training rate, the weights and bias 
are adjusted as 
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∂
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∂

                   (3.26) 

The cycle then restarts with the updated weights and bias. When E is less than 
a specified number or if a certain number of specified epoch has been completed, 
then the algorithm terminates. The algorithm outputs the class of a new data 
point x as 

( )
( )

1 if 0.5

0 if 0.5

f x
y

f x

 ≥= 
<

                   (3.27) 

The algorithm is suitable for linear and non-linear relationships. On the other 
hand, it has a tendency to overfit, has poor generalization ability and is compu-
tationally expensive. 

3.5. The Proposed Methodology-Stacked Ensemble Technique 

Extra tree, XGBoost, and LGBM are the base learners in our suggested stacked 
methodology. These techniques have been chosen because they can yield optimal 
performance and have significantly lower training time compared to other bag-
ging and boosting techniques. These attributes will help to minimize the com-
putational cost of the stack while aiming to maximize performance. Multi-layer 
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perceptron is suitable for linear and non-linear relationships and has a weighting 
scheme for learning the optimal combination of base models’ prediction. 

The base learners are trained on the training data with a V-fold cross valida-
tion and out of fold probabilistic output of the positive class are used as expla-
natory variables to train the MLP with the training data target variable. 

Let ( ) { }{ }, , , 0,1
nm

i i i i
x y x y∈ ∈  be the training data. Let ˆ

ETΨ , ˆ
XGBoostΨ , 

ˆ
LGBMΨ  be the base learners. That is, Extra Tree, XGBoost and LightGBM lean-

ers respectively. 
The training data is split into training and validation samples. Let 1, ,u V= 

 
be the sample split index. For all u, the validation samples ( )V u  and training 
samples ( )T u  satisfy the following conditions 

( ) ( ){ } ( ), \
n

i i i
T u x y V u=                        (3.28) 

( ) ( ) ( ){ },
n

i i i
V u T u x y∪ =                        (3.29) 

( ) ( ){ }
1

,
V n

i i i
u

V u x y
=

=


                         (3.30) 

( ) ( )1 2 1 2,V u V u u u∩ =∅ ≠                       (3.31) 

Each base estimator is trained on ( )T u , for each u, to realise 

( )( ),
ˆ

ET u ET T uΨ = Ψ                         (3.32) 

( )( ),
ˆ

XGBoost u XGBoost T uΨ = Ψ                      (3.33) 

( )( ),
ˆ

LGBM u LGBM T uΨ = Ψ                       (3.34) 

Let ( )u i  denote the validation sample that observation i belongs to, 
1, ,i n= 

. A new dataset ( ) { }{ }3, : , 0,1
n

i i i i i
z y z y∈ ∈  is created. Where iz  is 

a vector consisting of the base models’ predicted probabilistic output value of the 
positive class for observation i, trained on ( )( )T u i . 

( ) ( ) ( ) ( ) ( ) ( ){ }, , ,1 , 1 , 1i i i iET u i XGBoost u i LGBM u iz y x y x y x= Ψ = Ψ = Ψ =    (3.35) 

The MLP is then trained using of { }n
i i

Y y=  as target and { }n
i i

Z z=  as ex-
planatory variables (MLP(Y/Z)) as describe in subsection 3.4.7 to produce the 
stacked ensemble model. In this work, only 5-fold cross validation was imple-
mented (V = 5) to limit the computational cost of training the stacked classifier. 
Figure 5 is a flow chart for the implementation of the stacking approach. 

3.6. Performance Evaluation Metrics 

The evaluation metrics allow us to test the quality of the models through their 
performances. The accuracy, precision, recall, F1-measure, and AUC have been 
used in this study to evaluate the effectiveness of the models. The average per-
formance score of each classifier has been considered based on 10 runs. In each 
run, 80% of the data is sampled for training the models while the remaining 
in-stances are used for testing. 
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Figure 5. Flow chart of stacked ensemble approach for detecting depression from social media text. 

 
The accuracy measures how often a model classifies instances correctly. 

TP TNAccuracy
TP TN FP FN

+
=

+ + +
                 (3.36) 

F1-measure is the harmonic mean between recall and precision values. Recall 
measure how often a model is able to classify positive instances correctly. Preci-
sion measures the proportion of correct positive predictions. 

2 Precision RecallF1-Measure
Precision Recall
× ×

=
+

               (3.37) 

TPPrecision
TP FP

=
+

                     (3.38) 

TPRecall
TP FN

=
+

                      (3.39) 

The Receiver operating characteristic curve is a plot of true positive ratio 
(TPR) against false positive ratio (FPR) for different classification thresholds. 
The higher the area under this curve (AUC), the better the model. The AUC 
value reflects the overall ranking performance of a classifier. 

TPTPR
TP FN

FPFPR
FP TN

=
+

=
+

                      (3.40) 

In the equations above, TP, TN, FP, and FN respectively represent, the num-
ber of true positives, true negatives, false positives and false negatives. True posi-
tives are correct positively predicted instances. False positives are incorrect posi-
tively predicted instances. True negatives are correct negatively predicted in-
stances. False negatives are incorrect negatively predicted instances. 

3.7. Hyperparameter Optimization 

Hyperparameters are variables whose values control the learning process. Hyper-
parameter optimization of an algorithm involves finding the hyperparameter val-
ues that result in the most optimal performance of the learning algorithm. The 
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Random Search technique was used for hyperparameter optimization. The 
Randomized Search CV function of Scikit Learn allows us to provide lists of 
hyperparameter values and a random combination of values are selected from 
these space to train the algorithm. This technique requires less computation and 
execution time and was used to minimize the training time of the classifiers giv-
en a large number of features. Table 1 describes the hyperparameters of the al-
gorithms and the search space that was implemented. 

3.8. Statistical Test 

To compare and analyze the performance of proposed stacked classifier to the 
baseline classifiers, we perform a modified version of the paired t-test proposed 
by Nadeau and Bengio [69] which corrects the variance estimate by taking de-
pendencies into consideration. The paired t-test may not be a suitable choice due 
to the normality and independence assumption. In different runs, the training 
and test sets overlap and are not independent as a result. Thus, applying the 
paired t-test violates this assumption and the main consequence is a high type 1 
error (rejecting the null hypothesis when it is true). 

Let 1 , ,s s
nx x  be the observed prediction scores from the stacked classifier 

and 1 , ,b b
nx x  be the observed scores from a baseline classifier, where n is the 

number of runs. Because we want to know if the stacked ensemble classifier will 
outperform the baseline classifier in terms of accuracy, the null and alternative 
hypothesis are respectively constructed as 

0

1

: 0

: 0

s b
j j j

s b
j j j

H z x x

H z x x

= − =

= − >
                     (3.41) 

The modified t-statistics is computed as 

( )21

2

1

1

1

1 1
1

n
j

n

j

jj

z
nt

n z z
n n n

=

=

=
 

+ −  − 

∑

∑
               (3.42) 

where n1 and n2 represents the number training and test samples respectively. 
The experiment was implemented with 10 runs ( 10n = ) and thus, a 9 ( 1n − ) 
degree of freedom. The significant level is 0.05α =  and thus, the null hypothe-
sis is rejected if 1.83t >  or if p-value < 0.05. Limiting the number of runs to 10 
aimed at minimizing the computational cost of training the models given the 
relatively large number of features. 

4. Results and Discussion 

To evaluate the effectiveness of the proposed stacked model, the experimental 
results of the model are compared to the baseline models. Each of the classifiers 
was implemented on the two datasets with 10 runs. The section presents, ana-
lyzes and compares the means performance scores of the stacked classifier to the 
baseline classifiers after implementation with the three feature extraction  
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Table 1. Hyperparameters, descriptions and search space. 

Classifier Hyper-parameter name Description Optimized value space 

MLP 

hidden_layer_sizes Number of hidden layers and neurons [100, 70, 50] 

Activation Output function of non-input neuron [logistic, relu, tanh] 

learning_rate Regularization parameter [0.1, 0.001, 0.0001] 

Alpha Controls step size during weight updates [0.0001, 0.01, 0.1] 

Solver Weight optimization method [lbfgs, sgd, adam] 

RF 
ET 

n_estimators Number of trees in the forest [70, 100, 120] 

max_depth Maximum depth of the tree. [3, 5, 8] 

min_samples_leaf 
Minimum number of samples at a leaf 

node. 
RF = [2, 5, 10], ET = [1, 2, 5] 

Criterion Measure the quality of a split [gini, entropy] 

GBM 

n_estimators Number of tress. [70, 100, 120] 

learning_rate Shrinkage factor for each tree [0.1, 0.001] 

min_samples_leaf 
Minimum number of samples needed to be 

at a leaf node 
[5, 10] 

max_depth Maximum depth of individual tree [3, 5, 7] 

Loss 
The loss function in the boosting process 

to be optimized. 
[log_loss, exponential] 

Adaboost 
n_estimators Number of trees. [70, 100, 120] 

learning_rate Boosting learning rate [0.1,  0.001] 

XGBoost 

n_estimators Number of trees. [70, 100, 120] 

learning_rate Shrinkage factor of each tree [0.1, 0.001] 

max_depth Tree depth [5, 10, 20] 

subsample Subsample ratio of training samples [0.1, 0.5, 1] 

LightGBM 

n_estimators Number of gradient boosted trees. [70, 100, 120] 

learning_rate Shrinkage factor of each tree [0.1, 0.001] 

max_depth Maximum tree depth for base learners. [10, 20, 30] 

num_leaves Number of leaves for each tree [5, 8, 15] 

 
techniques as well as their execution time. The results of the statistical test is 
presented and analyzed. The section also compares the best results of the stacked 
classifiers to recent works in the literature. 

4.1. Results 

The subsection presents the results of the methods on the datasets. The mean 
test performance scores from the 10 runs experiment are displayed in Table 2 
and Table 3. Table 4 and Table 5 compare the performance differences between 
the stack and the baseline techniques. In the tables, acc represents mean accura-
cy, pre represents the mean precision, rec represents the mean recall, f1 
represents the mean F1-score and auc represents the mean AUC. The highest  
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Table 2. Mean scores of classifiers for depression detection based on 10-runs experiment on Sentiment_tweets3 dataset. 

Method 
 Word2vec  GloVe  ELMo 

 acc pre rec f1 auc  acc pre rec f1 auc  acc pre rec f1 auc 

RF  94.34 99.25 85.63 91.94 98.79  92.55 93.31 81.25 86.85 97.04  96.75 98.87 92.17 95.41 99.16 

ET  98.71 98.78 97.41 98.09 99.45  91.75 92.00 85.03 88.22 96.72  98.72 98.45 97.11 97.77 99.88 

AdaBoost  96.24 96.61 93.99 95.28 99.17  87.77 86.59 85.41 85.99 96.04  98.17 96.60 95.89 96.24 99.38 

GBM  98.10 98.18 93.26 95.65 99.53  93.20 88.35 80.34 84.13 97.48  97.46 97.78 90.75 94.12 99.54 

XGBoost  98.13 98.67 95.70 97.16 99.75  92.78 90.73 89.62 90.03 98.06  98.60 99.05 96.82 97.92 99.63 

LightGBM  98.71 98.75 97.66 98.20 99.38  92.80 91.29 89.62 89.82 97.07  99.08 98.52 97.93 98.22 99.60 

MLP  98.79 98.26 97.41 97.83 99.69  93.01 85.97 85.26 84.97 97.89  99.09 98.84 98.58 98.70 99.95 

STACK  98.99 99.14 97.98 98.56 99.93  94.47 94.48 91.29 92.85 98.05  99.40 99.70 98.44 99.05 99.96 

 
Table 3. Mean scores of classifiers for depression detection based on 10-runs experiment on depression_dataset_reddit_cleaned 
dataset. 

Method 
 Word2vec  GloVe  ELMo 

 acc pre rec f1 auc  acc pre rec f1 auc  acc pre rec f1 auc 

RF  93.12 97.59 87.91 92.47 98.20  91.55 97.24 85.38 90.85 97.71  96.75 99.57 89.40 92.18 99.50 

ET  93.95 93.85 93.94 93.89 97.91  92.20 91.85 92.48 92.15 96.97  98.94 98.96 98.90 98.92 99.96 

AdaBoost  90.60 90.79 90.76 90.76 96.67  90.53 90.50 90.55 90.50 96.57  96.97 97.45 96.42 96.85 99.61 

GBM  92.73 94.52 90.58 92.49 97.66  91.70 94.01 88.91 91.36 97.28  95.27 97.81 92.56 94.68 99.16 

XGBoost  94.68 95.91 92.64 94.21 98.59  93.91 95.73 91.80 93.71 98.34  97.70 99.18 96.19 97.54 99.85 

LightGBM  94.60 95.21 94.08 94.62 98.08  92.80 92.18 92.25 92.20 97.11  99.52 99.35 99.69 99.52 99.92 

MLP  94.33 94.25 94.36 94.28 98.31  93.64 94.04 93.58 93.77 97.90  99.27 99.84 99.09 99.46 99.93 

STACK  95.59 96.51 94.41 95.43 98.62  94.01 94.32 93.45 93.86 98.35  99.54 99.45 99.84 99.65 99.98 

 
Table 4. Mean performance differences between the stack approach and the baseline models on Sentiment_tweets3 dataset. 

Method 
 Word2vec  GloVe  ELMo 

 acc pre rec f1 auc  acc pre rec f1 auc  acc pre rec f1 auc 

RF  4.65 0.11 12.35 6.62 1.14  1.92 1.17 10.04 6 1.01  2.65 0.83 6.27 3.64 0.8 

ET  0.28 0.36 0.59 0.47 0.48  2.72 2.48 6.26 4.63 1.33  0.68 1.25 1.33 1.28 0.08 

AdaBoost  2.75 2.53 3.99 3.28 0.76  6.7 7.89 5.88 6.86 2.01  1.23 3.1 2.55 2.81 0.58 

GBM  0.89 0.96 4.72 2.91 0.4  1.27 6.13 10.95 8.72 0.57  1.94 1.92 7.69 4.93 0.42 

XGBoost  0.86 0.47 2.28 1.4 0.18  1.69 3.75 1.67 2.82 0.01  0.8 0.65 1.62 1.13 0.33 

LightGBM  0.28 0.39 0.72 0.36 0.55  1.67 3.19 1.67 3.03 0.98  0.32 1.18 0.51 0.83 0.36 

MLP  0.2 0.88 0.57 0.73 0.24  1.46 8.51 6.03 7.88 0.16  0.31 0.86 0.1 0.35 0.01 
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Table 5. Mean performance differences between the stack approach and the baseline models on  
depression_dataset_reddit_cleaned dataset. 

Method 
 Word2vec  GloVe  ELMo 

 acc pre rec f1 auc  acc pre rec f1 auc  acc pre rec f1 auc 

RF  2.47 1.08 6.5 2.96 0.42  2.46 2.92 8.07 3.11 0.64  2.79 0.12 10.44 7.47 99.50 

ET  1.64 2.66 0.47 1.54 0.71  1.81 2.47 0.97 1.81 1.38  0.6 0.49 0.94 0.73 0.02 

AdaBoost  4.99 5.72 3.65 4.67 1.95  3.48 3.82 2.9 3.46 1.78  2.57 2 3.42 2.8 0.37 

GBM  2.86 1.99 3.85 2.94 0.96  2.31 0.31 4.54 2.6 1.07  4.27 1.64 7.28 4.97 0.82 

XGBoost  0.91 0.6 1.77 1.22 0.03  0.1 1.41 1.65 0.25 0.01  1.84 0.27 3.65 2.11 0.13 

LightGBM  0.99 1.3 0.33 0.81 0.54  1.21 2.14 1.2 1.76 1.24  0.02 0.1 0.15 0.13 0.06 

MLP  1.26 2.26 0.05 1.15 0.31  0.37 0.28 0.13 0.19 0.45  0.27 0.39 0.75 0.19 0.05 

 
performance and the smallest differences are displayed in bold. Boxplots are 
used in Figures 6-10 to visualize the spread and range of the test scores of each 
classifier from the 10 runs experiment. Table 6 and Table 7 show the p-values 
obtained from the t-test. A p-value less than 0.05 depicts that the accuracy in-
crease made by stacked classifier is statistically significant at 5% level. p-Values 
greater than 0.05 are displayed in bold. Figure 11 shows the classifiers’ execution 
time base on all 10 runs. Table 8 compares the best performance of this work to 
recent works in the literature. Best performances are shown in bold. “-’’ indicates 
the absence of the corresponding technique in the study. 

4.2. Discussion 

This subsection discusses the overall results of the experiments in the preceding 
subsection. Except for mean accuracy and F1-score, the stacked classifier did not 
achieve the best performance in all test cases. The accuracy measure alone may 
not be a suitable choice as it is biased to minority class instances. So, it is impor-
tant to know which situations to prioritize any given evaluation metric in medi-
cal diagnosis. For example, the priority will be to decrease false negatives if it is 
most important to not misclassify individuals having the disease in order to pre-
vent further complications. In this case, recall should be prioritized. Conversely, 
it may be more suitable to prioritize decrease in false positives in situations 
where the cost of treatment of the disease is very high. Thus, precision should be 
prioritized. While F1-score is prioritized when there is the need to balance be-
tween precision and recall. 

The results on Sentiment_tweets3 dataset as displayed in Table 2 show that: 
With Word2vec, the stacked classifier achieved the best acc, rec, f1 and auc of 
98.99%, 97.98%, 98.56% and 99.93% respectively while random forest classifier 
achieved the best pre of 99.25%. With GLoVe, the stacked classifier achieved the 
best acc, pre, rec and f1 of 94.47%, 94.48%, 91.29% and 92.85% respectively 
while the XGBoost classifier achieved the best auc of 98.06%. With ELMo, the 
stacked classifier achieved the best acc, pre, f1 and auc of 99.40%, 99.70%, 99.05% 
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(a) Sentiment_tweets3                            (b) Depression_dataset_reddit_cleaned 

Figure 6. Boxplot of accuracy scores from 10-runs experiment. 
 

 
(a) Sentiment_tweets3                            (b) Depression_dataset_reddit_cleaned 

Figure 7. Boxplot of precision scores from 10-runs experiment. 
 

 
(a) Sentiment_tweets3                            (b) Depression_dataset_reddit_cleaned 

Figure 8. Boxplot of recall scores from 10-runs experiment. 
 

and 99.96% respectively while the MLP classifier achieved the best rec of 98.58%. 
The results of the statistical test as displayed in Table 6 show that the stacked 
classifier did not achieve a significant improvement in accuracy against LGBM 
with Word2vec embeddings and MLP with Word2vec and ELMo embeddings. 

https://doi.org/10.4236/jdaip.2023.114022


A. Gaius et al. 
 

 

DOI: 10.4236/jdaip.2023.114022 445 Journal of Data Analysis and Information Processing 
 

 
(a) Sentiment_tweets3                            (b) Depression_dataset_reddit_cleaned 

Figure 9. Boxplot of F1-scores from 10-runs experiment. 

 

 
(a) Sentiment_tweets3                            (b) Depression_dataset_reddit_cleaned 

Figure 10. Boxplot of AUC scores from 10-runs experiment. 

 
Table 6. p-Value obtained from the t-test on Sentiment_tweets3 dataset. 

Method RF ET AdaBoost GBM XGBoost LightGBM MLP 

Word2vec 0.000 0.032 0.000 0.000 0.000 0.144 0.146 

GloVe 0.000 0.000 0.001 0.000 0.002 0.000 0.044 

ELMo 0.000 0.003 0.000 0.000 0.001 0.025 0.12 

 
Table 7. p-Value obtained from t-test on Depression_dataset_reddit_cleaned dataset. 

Method RF ET AdaBoost GBM XGBoost LightGBM MLP 

Word2vec 0.001 0.000 0.000 0.000 0.015 0.021 0.008 

GloVe 0.030 0.001 0.000 0.011 0.35 0.000 0.057 

ELMo 0.095 0.004 0.016 0.046 0.072 0.47 0.16 

 
The results on depression_dataset_reddit_cleaned dataset as displayed in 3 

show that: With Word2vec, the stacked classifier achieved the best acc, rec, f1 
and auc of 95.59%, 94.41%, 95.43% and 98.62% respectively. While RF achieved  
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(a) Sentiment_tweets3                            (b) Depression_dataset_reddit_cleaned 

Figure 11. Barplot of classifiers’ execution time. 

 
Table 8. Comparison to recent works in the literature. 

Study Social Media Feature extraction Classifier Accusion Precision reccal F1 score AUC 
Statistical 

test 

[36] Twitter/Facebook linguistic features RF 60.54 58 60.5 54.7 - - 

[37] Twitter Word2vec CNN-LSTM 94.28 96.99 92.66 94.78 95.43 t-test 

[38] Twitter/Reddit GloVe & Sentiments Averaging 75.12 81.15 75.12 77.01 - - 

[39] Reddit Word2vec RF 87.7 - - 87.7 - - 

[40] Bengali S.M word embeddings GRU 81 81 81 81 - - 

[41] Twitter BERT BERT 96.06 94.88 96.86 95.86 96.11 - 

[42] Twitter word embeddings WOA-CNN 93.03 90.76 92.89 91.82 - - 

[43] Twitter TF-IDF/LDA XGBoost 87 86 87 87 - - 

[44] Twitter GloVe CNN 93.7 92.9 94.1 93.3 - - 

[45] Twitter BoW Blending 87.21 - - - - - 

[46] Twitter BoW Bagging 98.33 90.39 96.45 92.15 - - 

[47] Twitter TF-IDF SVM 79.90 - - - - - 

[48] Twitter Fasttext BiLSTM + CNN 99.74 99.43 99.88 99.21 99.1 - 

[49] Twitter LDA CBPT 88.39 - - 86.90 - - 

[50] Reddit BERT CNN 0.86 0.87 0.85 86 - - 

[51] Twitter TF-IDF RF 95 99 94 96 - - 

[52] Facebook & Youtube TF-IDF SVM 75.15 77 80 78 - - 

[53] Twitter Word2vec LSTM 92.89 0.88 0.60 71 - - 

This work Reddit ELMo STACK 99.54 99.45 99.84 99.65 99.98 
a corrected 

t-test 

 
the best pre of 97.59%. With GLoVe, the stacked classifier achieved the best acc, 
f1 and auc of 94.01%, 93.86% and 98.35% respectively. The RF achieved the 
highest pre of 97.24% while the MLP classifier achieved the highest rec of 
93.58%. With ELMo, the stacked classifier achieved the best acc, rec, f1 and auc 
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of 99.54%, 99.84%, 99.65% and 99.98% respectively, while the MLP classifier 
scored the highest pre of 99.84%. The results of the statistical test as displayed in 
Table 7 shows that the stacked classifier did not achieve a significant improve-
ment in accuracy against RF, XGBoost, LGBM and MLP when implemented 
with ELMo. And XGBoost and MLP with GLoVe. 

It is apparent from Figures 6-10 that the models generally performed best 
with ELMo embeddings and worst with GloVe embeddings on both datasets. 
This may be due to the fact that the Word2vec and GloVe embedding techniques 
disregard the order in which the words appear in a document, which results in a 
lack of syntactic and semantic comprehension of phrases to a greater extent. 
Whereas, ELMo takes into account, the order in which words occur. Figure 11 
shows that the classifiers achieved the highest training time on both datasets 
with ELMo. This is due to the 1048 features of ELMo as opposed to the 300 fea-
tures for Word2vec and GLoVe embeddings. The relatively high training time of 
the models was due to the 10-run experiment that was used in the implementa-
tions. The GBM classifier scored the highest computation time with all word re-
presentation cases, followed by the Adaboost classifier. 

The results depict in general that the stacked classifier achieved the best re-
sults with ELMo embeddings on the depression_dataset_reddit_cleaned dataset 
even though it scored a lower mean precision to the MLP and RF classifiers. 
Thus, maynot be the best choice of classifier in situations where the cost of 
treatment of depression is very high, where it is preferable to give priority to re-
ducing false positives. On the other hand, a highest mean recall of the stacked 
makes it the best classifier in cases where it is better to prioritize decrease in false 
negatives, while a highest mean F1-score makes it a preferable choice when it is 
necessary to balance between precision and recall. The improved performance of 
the stacked is due to the meta learner which learnt the optimal combination of 
its base models’ predictions through weighting and error minimization. Also, in 
some cases, the short comings of some base classifiers were remedied by the 
other classifiers of the model. The stacked classifier with ELMo scored a rela-
tively higher training time of 2138.6 seconds. Thus, other classifiers with lower 
training time like the LightGBM with ELMo that closely follows it in terms of 
performance as depicted in Table 5 can be preferable choices in situations where 
priority is given to lower diagnosis time, like in cases involving large amount of 
data to diagnose. Table 8 shows that this work achieved the best precision, 
F1-score and AUC compared to recent studies in the literature.  

5. Conclusions 

Depression is a major public health problem worldwide. Diagnosis of depression 
is mostly based on interviews and questionnaires. This makes the process very 
costly and time-consuming. Also, the disease often remains undiagnosed and 
suffering continues. 

In this study, we implemented stacking on two datasets with three feature ex-
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traction approaches for detecting depression. We evaluated the effectiveness of 
the stacking approach by comparing its performances to state-of-the-art boost-
ing and bagging ensemble approaches as well as neural networks and observed 
an improvement in accuracy and F1-score in all test cases. We also applied a 
corrected resampled paired t-test to assess the significance of the accuracy im-
provement made by the stacking approach and found that, there was a signific-
ance at the 5% level in many cases. Finally, this work showed favorable results 
compared to recent works in the literature. We believe that this work can con-
tribute to the detection of depression from social media text, in order to enable 
the appropriate authorities to take necessary measures to prevent subsequent 
complications as a result of the illness. 

For further studies, other computational techniques such as deep learning can 
be implemented with the same feature extraction techniques, datasets and con-
ditions used in this work and compare the findings to that of this work. The 
performance obtained in this study can be improved by applying other contex-
tualized embeddings like BERT. Further, the TF-IDF weighted averaging tech-
nique can be used to capture the degree of importance of each word in every 
post. Lastly, this work can be extended to datasets of different languages. 
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