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Abstract 
Machine learning algorithms (MLs) can potentially improve disease diagnos-
tics, leading to early detection and treatment of these diseases. As a malignant 
tumor whose primary focus is located in the bronchial mucosal epithelium, 
lung cancer has the highest mortality and morbidity among cancer types, 
threatening health and life of patients suffering from the disease. Machine 
learning algorithms such as Random Forest (RF), Support Vector Machine 
(SVM), K-Nearest Neighbor (KNN) and Naïve Bayes (NB) have been used for 
lung cancer prediction. However they still face challenges such as high di-
mensionality of the feature space, over-fitting, high computational complexi-
ty, noise and missing data, low accuracies, low precision and high error rates. 
Ensemble learning, which combines classifiers, may be helpful to boost pre-
diction on new data. However, current ensemble ML techniques rarely con-
sider comprehensive evaluation metrics to evaluate the performance of indi-
vidual classifiers. The main purpose of this study was to develop an ensemble 
classifier that improves lung cancer prediction. An ensemble machine learn-
ing algorithm is developed based on RF, SVM, NB, and KNN. Feature selec-
tion is done based on Principal Component Analysis (PCA) and Analysis of 
Variance (ANOVA). This algorithm is then executed on lung cancer data and 
evaluated using execution time, true positives (TP), true negatives (TN), false 
positives (FP), false negatives (FN), false positive rate (FPR), recall (R), preci-
sion (P) and F-measure (FM). Experimental results show that the proposed 
ensemble classifier has the best classification of 0.9825% with the lowest error 
rate of 0.0193. This is followed by SVM in which the probability of having the 
best classification is 0.9652% at an error rate of 0.0206. On the other hand, 
NB had the worst performance of 0.8475% classification at 0.0738 error rate. 
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1. Introduction 

The process of automated prediction of disease is key for better treatment and 
lifesaving. As such, many machine learning (ML) based methods have been de-
veloped for various diseases. The growing utilization of machine learning algo-
rithms is attributed to the substantial surge in digital storage of health records, 
where ML algorithms help in uncovering the patterns existing in these health 
records. By doing so, interesting insights are gained that assist in the diagnosis of 
various ailments. Authors in [1] explain that data mining models such as artifi-
cial neural networks (ANNs), decision tree (DT) analysis, support vector ma-
chines (SVMs), Naïve Bayes (NB), and K-Nearest neighbor (KNN) have been 
deployed for medical diagnosis. As explained in [2], the development of newer 
technologies such as analytics, artificial intelligence, and machine learning has 
influenced a number of sectors including health care. Here, these schemes are 
deployed for improving patient wellness, clinical decision support, and better 
care coordination. Authors in [3] note that there is a growing literature on the 
deployment of machine learning techniques for the development of psychopa-
thology risk algorithms that inform preventive interventions. For instance, su-
pervised machine learning methods can serve as an alternative to conventional 
techniques for internalizing disorder (ID). Here, these ML algorithms are critical 
for the optimization of early detection. World Health Organization (WHO) re-
ports indicate that many cancer cases are diagnosed too late [4]. However, if an 
accurate diagnosis could be done early, more than 30% of these patients can sur-
vive the disease. This calls for the design of effective techniques for early detec-
tion of diseases to improve societal healthcare. The complex nature of the actual 
medical dataset needs careful management due to the serious consequences of 
prediction errors [5]. 

Machine learning (ML) techniques can effectively extract useful knowledge 
from large, complex, heterogeneous, and hierarchical time series clinical data [6]. 
As such, many machine learning algorithms have been proposed for deployment 
in medical diagnosis. As explained in [7], data mining and machine learning 
techniques present new and powerful solutions for discovering hidden relation-
ships in complex datasets. In most cases, raw datasets available from different 
medical science sources have useful information which traditional data classifi-
cation approaches cannot unravel. In addition, although these manual classifica-
tion schemes may unravel some latent information, they require longer dura-
tions and are prone to human mistakes. Consequently, the provision of reliable 
and trustworthy predictive models with the highest precision and accuracy is the 
main goal of data mining and machine learning approaches [7]. It is also impor-
tant for the predictive models to have negligible error rates for effective diagno-
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sis and treatment. Although machine learning-based techniques have been suc-
cessful in many areas of medical science, there is a need to optimize and improve 
these methods [8]. Several techniques are available for lung cancer diagnosis like 
NB, SVM, and KNN, but those techniques are faced with issues of high-dimen- 
sional datasets due to their inability to employ diverse sources of data for predic-
tion, more expensive because of the high computational costs incurred, time 
consuming and have less capability for detecting lung cancer [9]. As authors in 
[10], pointed out, the usage of conventional feature selection techniques has 
failed to enhance the performance of cancer diagnosis. Authors in [9], further 
explain that due to the sensitivity of cancer data, most of the current machine 
learning algorithms exhibit very low accuracy in their predictions and face high 
error rates. 

Feature selection is a process that involves removing non-relevant and re-
peated features from a data set to improve the performance of machine learning 
techniques and their applications. Feature selection has been used to handle the 
curse of dimensionality in which it has enhanced the performance of data min-
ing and machine learning techniques [11]. 

The effectiveness of ML approaches in prediction and classification has en-
deared them for application in the medical domain. However, the analysis of 
data from large datasets still remains a challenge such as high computational 
complexity, high error rates, and missing data values. Moreover, the current 
machine learning classifiers for cancer prediction are based on gene-level ex-
pression data, but there are very few research works on constructing classifiers 
from transcript-based data. In addition, ML techniques such as RF, SVM, KNN, 
NB, and genetic algorithms for lung cancer prediction still face challenges such 
as class imbalance of the training dataset, high dimensionality of feature space, 
over-fitting, high computational complexity, noise and missing data, low accu-
racy, low precision and high error rates [12]. 

High dimensionality in data sets is one of the challenges that have been expe-
rienced in classification, data mining, and sentiment analysis. It results from 
collecting information with many features or variables that has not been proved 
to be either needed or significant for the task. These many features have a great 
impact on the complexity and performance of algorithms that are used for clas-
sification. This challenge can be handled through the process of selecting fea-
tures [13]. This research aims at handling the problem of dimensionality reduc-
tion, improve classification accuracy, and minimize false positive rates. This is 
achieved by using an ensemble classifier consisting of SVM, RF, NB, and KNN. 
The deployment of PCA is aimed to reduce the feature space for enhanced clas-
sification performance. Similarly, ANOVA is deployed to select a subset of the 
feature space for the 10-fold cross-validation. 

Ensemble learning is one such improvement that has enhanced machine 
learning tasks. Here, a classifier consists of a set of individual classifiers coupled 
with a mechanism, such as majority voting that combines the predictions of the 
individual classifiers. Authors in [14] discuss that ensemble classifiers exhibit 
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better performance compared to conventional classifiers. This superiority results 
from the utilization of a group of decision making systems that apply various 
strategies to combine classifiers to boost prediction on new data. Authors in [15] 
concur that ensemble learning can yield more accurate classification results than 
a single classifier due to the incorporation of benefits from both the performance 
of different classifiers and the diversity of errors. 

This paper proposes an ensemble classifier for selecting features and classify-
ing data that will address the problem of dimensionality reduction, reduce pre-
diction error rates, and provide better performance of classification in terms of 
their accuracy, precision, recall, false positive rate (FPR) and F-measure using the 
selected features. Feature selection is done based on Principal Component Anal-
ysis (PCA) and Analysis of Variance (ANOVA). An ensemble of classifiers is a 
set of classifiers whose individual decisions are combined in some way, typically 
by weighted or unweighted voting to classify new examples. It ultimately aims at 
selecting the best set of features from the original data that will give a good clas-
sification. The classifier is applied to classify lung cancer data set using the SVM, 
RF, NB, and KNN. The resulting accuracies of the classifiers are investigated 
without PCA and with PCA deployment, before ANOVA and after ANOVA ap-
plications. The proposed classifier has the best classification of 0.9825% with the 
lowest error rate of 0.0193. This is followed by SVM in which the probability of 
having the best classification is 0.9625% at an error rate of 0.0206. The contribu-
tions of this paper include the following: 

i) An ensemble classifier is proposed for leveraging on RF, KNN, NB, and 
SVM to boost lung cancer detection metrics. 

ii) Analysis of variance (ANOVA) is deployed to select a subset of the feature 
space for the 10-fold cross validation, which shows that the proposed classifier 
has the highest performance scale. 

iii) Principal component analysis (PCA) is deployed to reduce the feature 
space for enhanced classification performance. 

iv) Extensive performance evaluations are executed, which demonstrate that 
the proposed classifier incurs the lowest false positive rates and the highest clas-
sification accuracy compared with other classifiers. 

2. Related Work 

The field of disease diagnostics has attracted a lot of research efforts from both 
the industry and academia. This can be attributed to the ease with which diseases 
such as cancer, diabetes, cardiovascular diseases (CVDs), and Rheumatoid arth-
ritis (RA) can be treated if they are detected early. According to [1], there is a 
need to identify the causes of such diseases and be able to diagnosis them early 
enough. Artificial intelligence-based algorithms have been deployed for this ear-
ly diagnosis for a number of diseases. For instance, the authors in [16] have ap-
plied KNN, ANN, radial basis function (RBF), neural network (RBFNN), and 
SVM techniques for breast cancer (BC) data classification. In addition, Genetic 
Algorithm (GA) and Random Forest (RF) algorithms have been deployed for BC 
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detection in [17]. A data mining method for accurate cancer prediction has been 
developed in [18], by combining SVMs and ANNs for cancer data analysis. The 
results showed that this approach improved the performance of the conventional 
machine learning algorithms, attaining an accuracy of 100%. A probabilistic 
neural network (PNN), convolutional neural network (CNN), multilayer per-
ceptron neural network (MLPNN), recurrent neural network (RNN) and SVM 
have been utilized in [19] for cancer prediction. The results showed SVM 
achieved the best prediction accuracy of 99.54%. On the other hand, the authors 
in [20] employed a well-known machine learning algorithm (kNN) to examine 
its execution on the Wisconsin diagnostic breast cancer dataset. The dataset in-
volved 569 instances with 32 attributes and 2 classes. They used two essential 
dimensionality reduction strategies principal component analysis (PCA) and li-
near discriminant analysis (LDA) and showed that kNN with LDA technique 
worked better than kNN and kNN with PCA with the accuracies 97.06%, 95.29%, 
and 95.88% [21]. Separately, NB techniques in combination with a weighting 
approach has been deployed in [22], yielding a BC prediction accuracy of 
98.54%. 

In [23], a machine learning method was applied to investigate information 
regarding lung malignancy, to assess the prescient intensity of these systems. To 
this aim, a supervised classifier, the k-Nearest-Neighbors (k-NN) algorithm, was 
first developed using the available datasets to predict lung cancer in its early 
stages. As the feature selection algorithm can affect the performance of the kNN 
model, kNN was hybridized with a feature selection genetic algorithm (GA) to 
classify the risks of lung cancer patients in three levels of low, medium and high. 
The objective of using GA was to determine the best combination of the features 
that minimize the overall miscalculation of the kNN method. Moreover, the best 
value for the number of neighbors in the kNN algorithm was determined using 
an algorithm coded in Python. This enabled the model to achieve better accuracy 
in the prediction and prognosis stages. Besides, the value of the parameter k in 
the kNN algorithm was determined experimentally using an iterative approach. 
Finally, the performance of the proposed algorithm was assessed when it applies 
to a lung cancer database. It was shown that when the kNN method is hybri-
dized with a feature selection algorithm, the classification accuracy increases 
significantly. On comparing performance of the models in terms of their accura-
cies, the decision trees was at 95.40%, k-NN when k = 1096.40%, k-NN when k = 
699.80% and GA + kNN produced 100%. 

Supervised learning classification techniques such as linear regression, deci-
sion trees, GBM, SVM, and custom ensemble on SEER database was applied in 
[24] to order lung cancer patients regarding survival. The outcomes demon-
strated that among the five individual models used, the most precise was GBM 
with a root mean square error (RMSE) value of 15.32. In [25], they employed a 
combined geneticfuzzy algorithm to diagnose lung cancer. He applied the algo-
rithm to 32 patients with 56 attributes without any reduction in dimensions and 
attained 97.5% accuracy with a 93% confidence. In their work, [26] developed a 
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hybrid algorithm involving an optimal deep neural network (ODNN) and linear 
discriminate analysis (LDA) to classify lung nodules as either malignant or be-
nign. In their work, the ODNN was first used to extract important features from 
computed tomography (CT) lung images. Then, LDA was applied to reduce the 
dimensionality of the features. Finally, a modified gravitational search algorithm 
was utilized to optimize the ODNN. The sensitivity, specificity, and accuracy of 
their algorithm 96.2%, 94.2%, and 94.56%, respectively. 

A comparative study was carried out in [27] based on lung cancer detection 
using machine learning algorithms using lung cancer dataset from UCI Machine 
Learning Repository and Data World. Classifiers used were included; logistic re-
gression, decision trees, naïve bayes, and SVM. The predictive performances of 
classifiers were compared quantitatively. The results produced an accuracy of 
66.7%, 90%, 87.87%, and 99.2%, respectively. In [28], they used SVM, NBs, and 
C4.5 techniques on the North Central Cancer Treatment Group (NCCTG) lung 
cancer data set to help specialists for better conclusions for cancer survivability 
rate. In their work [29], the primary goal was to build a large and reliable lung 
cancer cohort that could be used for studying lung cancer progression with a set 
of generalizable approaches. To this end, they combined structured data and un-
structured data to identify patients with lung cancer and extract clinical variables. 
Among the 76,643 patients with at least 1 lung cancer diagnostic code, 42,069 
patients were identified as having lung cancer with the classification algorithm. 
The lung cancer classification model attained an AUC (Area Under the Curve) 
ROC (Receiver Operating Characteristics) curve (AUROC) of 0.927. By setting a 
threshold value to achieve a specificity of 90.0%, they achieved a sensitivity of 
75.2%, a Positive Prediction Value (PPV) of 94.4%, and an F-score of 0.837. 

In their work [30], developed a weakly supervised learning model using CNN 
based on EfficientNet-B3 architecture to predict lung carcinoma using a training 
dataset of 3554 Whole Slide Images (WSIs). Results obtained differentiated be-
tween lung carcinoma and non-neoplastic with high Receiver Operating Curve 
(ROC), Area Under Curves (AUCs) on four tests showed a performance of 0.975 
0.974, 0.988 and 0.981 respectively. 

On their part [31], they developed a machine learning classifier to classify 
available lung cancer data in UCI machine learning repository. The KNN, Naive 
Bayes (NB) and Radial Basis Function (RBF) network algorithms were used were 
used to classify data as either cancerous or non-cancerous. The comparison of 
results revealed that the proposed RBF classifier had resulted with a great accu-
racy of 81.25% and was thus considered as an effective classifier technique for 
Lung cancer data prediction. 

In another study [32], developed a computer aided diagnosis (CAD) system 
supported by artificial intelligence (AI) learning models for effective disease di-
agnosis. The DT, Support Vector Machine (SVM), Linear Discriminant Analysis 
(LDA) and Multi-perceptron Neural Networks (MLP-NN) were employed to 
train and validate the optimal features reduced by the proposed system. By using 
the 10-fold cross validation, the performance of the model was evaluated using 
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accuracy, f1 score, precision and recall. The study outcome attained 99.62%, 
96.88% and 98.21% accuracy on breast, cervical and lung cancer respectively. 

In ensemble learning theory, weak learners or base models are called to be 
used as building blocks for designing more complex models by combining sev-
eral of them. Most of the time, these basic models perform not so well by them-
selves either because they have a high bias, i.e. low degrees of freedom models, or 
because they have too much variance to be robust high-degree-of freedom mod-
els. Then, the idea of ensemble methods is to try reducing the bias or variance of 
such weak learners by combining several of them together to create a strong 
learner ensemble model that achieves better performance. Table 1 below shows 
the challenges of conventional machine learning algorithms for lung cancer pre-
diction. 

3. Strategy of the Research 
In this section, the mathematical basis for the deployed machine learning algo-
rithms is provided. This is followed by data set description, data preprocessing, 
PCA, and experimentation as explained in the subsections that follow. 

3.1. Mathematical Modeling of the Deployed Machine Learning 
Algorithms for Ensemble Classifier 

In this subsection, the mathematical formulations for K-nearest neighbor, Naïve 
Bayes, Random Forest, and support vector machine are presented. 

3.1.1. K-Nearest Neighbours (KNN) 
Taking iα  as an M-dimensional training vector and iβ  as the consequent 
class label, then the training set is formualted as in (1): 

( ){ } 1
,

N
i i i

Gα β
−
∈                           (1) 

Suppose that α′  is a particular query from some test set ( ),α β′ ′ . Based on 
this, the unknown class label β ′  is derived as shown in steps 2 to 5. 

Step 1: Calculate Euclidean distance   between α′  and each training set 
( ),i iα β : 

( )
2

, i iα α α α
ℜ

′ ′= −                         (2) 

Equation (2) can also be expressed as follows: suppose that ω is the number of 
training samples, and Ψ is the number of feature vectors. Then for a particular 
test feature set ( )1 2 3, , , , nβ β β β  and training feature set ( )1 2 3, , , , nα α α α , 

j  is derived as in (3): 

( )1j i ji Test TrainΨ

=
= −∑                      (3) 

Step 2: Organize the Euclidean distance  s in ascending order 
Step 3: Designate some weight iγ  to ith nearest neighbour as in (4): 

( )2
1
,

i
iα

γ
α

=
′

                         (4) 

Step 4: For equally weighted KNN rules, designate 1iγ =  
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Table 1. Challenges of machine learning algorithms for lung cancer prediction. 

Author and 
Year 

Dataset 
Machine 
Learning  

Algorithm 
Features Challenges 

Alam et al., 
2018; Asada et 

al., 2020; 
Radhika et al., 

2019 

UCI Machine 
Learning  

Repository 
and Data 

World (Lung 
cancer dataset) 

Support Vector  
Machine (SVM) 

- It is efficient in high  
dimensional spaces 

- There is less probability of 
over-fitting 

- It can manage linear and  
nonlinear data 

- Training time is long when 
using large data sets 
It may be difficult to interpret 
and understand because of 
problems caused by personal 
factors 
and the weights of variables. 

- The weights of the variables 
are not constant, thus the  
contribution of each variable 
to the output is variant 

- The performance 
- declines while the target classes 

are overlapping 
- It is not suitable for vast  

datasets. 
- High computational  

complexity 
- Prone to over-fitting 
- With a large dataset,  

performance goes down 
- Do not work well when a  

dataset is noisy 

Bharati et al., 
2019 

Lung cancer 
dataset 

Random Forest 

- It has the capability for solving 
regression and classification 
issues 

- It has the capacity to handle 
the missing values  
automatically 

- They do not over-fit 
- Solve over-fitting a problem in 

the decision tree 

- They are very complex and 
take more time to build a DT 

- It is highly expensive because 
training more deep trees  
requires more storage space 

- Computationally expensive 
training and inference 

- Missing data imputation 
- Hard to build accurate and 

computationally efficient  
classifiers for medical  
applications 

Günaydin,  
et al., 2019; 

Radhika et al., 
2019; 

Pradeep & 
Naveen., 2018 

Lung Cancer 
dataset 

Naïve Bayes 
(NB) 

- Easy to understand and  
efficient training algorithm 

- Order of training instances has 
no effect on training 

- Useful across multiple  
domains 

- Handles discrete and  
continuous data 

- Can be used for both binary 
and multi-classification 

- Not sensitive to irrelevant  
features 

- Feature interactions cannot be 
integrated 

- Assumes attributes are  
statistically independent 

- Assumes normal distribution 
of numerical attributes 

- Redundant attributes mislead 
classification 

- attributes and class frequencies 
affect accuracy 

- Computationally intensive 
especially, for models  
including many variables 
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Continued 

NegarMaleki 
et al. (2020); 
Chinmayi, 
Aarsha and 

Sagi., (2020); 
Kavit et al., 

(2018) 

Lung Cancer 
dataset 

K-Nearest 
Neighbour 

(KNN) 

- Training is very quick. 
- It is easy and simple to  

implement 
- It is easy and simple to  

implement 
- Tolerant of noisy instances or 

instances with missing 
attribute value 

- works on concept that samples 
in nearby space are likely to fit 
in the alike class 

- It requires more memory space 
- The testing procedure is quite 

slow and the noise is very  
sensitive 

- Noisy and irrelevant features 
resulted in degradation of  
accuracy 

- Too computationally complex 
as number of attributes  
increases 

- A lazy algorithm that needs 
more time to run 

- High dimensionality of the 
feature space and imbalance in 
the size of the samples of the 
target classes 

- Inaccurate or mislabeled 
training data which presents 
some noise in ML training data 

 
Step 5: Suppose ( ).  is the Dirac-delta function, η  is the class label, and 

β ′  is the class label for ith nearest neighbour among its K-nearest neighbours. 
Then depending on the majority vote of its nearest neighbours, the class label for 
α′  is assigned as in (5): 

( )( ),arg max
i i iGα βη

β γ η β′∈
′ ′= =∑                    (5) 

Here, ( ).  assumes the value of unity (1) when its argument is true and ze-
ro otherwise. 

3.1.2. Support Vector Machine (SVM) 
This classifier takes in an input feature vector and establishes the class to which 
this vecor belongs to. Suppose that , 1,2,3, ,i i Nα =   are the feature vectors for 
training set Ť. Here, Ť may belong to either Ÿ1 or Ÿ2. Based on this training data, 
the hyperplane is mathematicaly represented as in (6): 

( ) 0d
iαα γ= + =                         (6) 

where 1 2, , , qγ γ γ γ =    represents the weight vector and   is the bias. Here, 
the binary classification degenerates into the solution of the decision function in 
(7): 

( ) ( )sign d
iα αγ℘ = +                       (7) 

Due to the possibility of many hyperplanes that separate the feature vectors, 
the role of SVM is to find the one with the largest margin. For non-linearly se-
parable feature vectors, the input space is mapped into high-dimensional feature 
space using kernel function that transform it into linear separable. In essense, 
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kernel functions serve to transform feature vectors from finite to infinite dimen-
sional space. As such, the performance of SVM is influenced immensely by the 
underlying kernel function. The five most prominent kernel functions include 
linear, Mahalanobis, radial basis function(RBF), polynomial, and sigmoid (also 
known as hyperbolic tangent or multilayer perception kernel) whose mathemat-
ical formulations are derived in (8) to (12). 

In these formulations, ( )0>  is the scaling factor, D is the dimension of 
the data set, V is the covariance matrix, and  denotes the polynomial kernel 
degree, which is adjustable just like the parameters  and  based on the 
underlying data. 

( ), 1 d
i j i jK α α α α= + , (linear)                       (8) 

 ( ) ( )1, d
i j i jK α α α α += ,  0>  (Polynomial)               (9) 

 ( )
2

, e i j
i jK α αα α − −= ,  0>  (RBF or Gaussian)             (10) 

 ( ) ( ), tanh d
i j i jK α α α α= +  (Sigmoid)                 (11) 

( ) ( ) ( )1,
d

i j i j i jK V
D

α α α α α α−= − − −
  (Mahalanobis)       (12) 

In Equation (10),   serves to control the Mahalanobis distance. 
Consdering a set of q data samples that belong to two classes  

( ) ( ) ( )1 1 2 2, , , , , ,q qα β α β α β  that are mapped to a higher dimensional space, 
where { }1,1iβ ∈ − . For the correct classification process, the separating hyper-
plane should be optimized. Taking γ  as some weight vector and   as the bi-
as weight, the optimization problem in SVM degenerates to the determination of 
the hyperplane that segrates the positive and negative classes given in (14) and 
(15): 

( ) 0iα γα= =+                          (13) 

1iγα + ≥ , for 1iβ =                       (14) 

1iγα + ≤ − , for 1iβ = −                     (15) 

To accomplish this, the margin between the two classes is maximized by de-
termining γ  and   that maximizes (16): 

21
2
γ                             (16) 

In essence, an optimal hyperplane denotes an error-free plane with the largest 
possible separation margin. Ideally, this is the hyperplane that minimizes the 
cost function in (17): 

( ) 1
2

dγ γ γ= ⋅                         (17) 

The optimization in (17) is subject to some constants in (18): 

( ) 1, 1:d
i i i qβ γ α + ≥ =⋅                     (18) 

Due to the convex nature of ( )γ , Lagrange multipliers ( )1 2, , , q     are 
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employed to reduce this constrained optimization problem. This is achieved 
through the process of weighing each data point based on its criticality in the 
determination of the segregating information of the two classes. Mathematically, 
this is derived as in (19): 

( ) ( )1 1 1 .1max , ,
2i i

q q q
j i j i ji i jL γ β β α α

= = =
= −∑ ∑ ∑             (19) 

The optimization in (19) is subject to the conditions in (20): 

0i ≥  & 
1 0q

i ii β
=

=∑                         (20) 

Incorporating Lagrange multipliers to the decision function in (7) results in 
(21): 

( ) ( )( )1sign .q
i i iiα β α α

=
℘ = +∑                     (21) 

Taking ( )α  as the transformation function that maps lower dimension 
feature vectors to the higher dimensional feature space, then the kernel function 
in (22) is deployed for these transformations: 

( ) ( ) ( ),K αα β β=                         (22) 

Based on (22), the decision function is modified as in (23): 

( ) ( )( )1sign ,q
i i ii Kα β α α

=
= +℘ ∑                    (23) 

3.1.3. Random Forest (RF) 
This classifier comprises of a classification tree ( ), , 1,2, ,iT J K i q=  . Here, 

iK  represents a vector that is identically and indepently disributed (IID) to 
each tree vote at its input J. In short, a random forest combines several decision 
trees to minimize overfitting. Suppose that ( ) ( ) ( )1 2, , , qT S T S T S  is an en-
semble classifier with arbitrary training data got from vector S and Q (the pre-
diction class), f is the indicator function, A



 is the mean, the margin function is 
formulated as in (24): 

( ) ( )( ) ( )( )1 1max,
R Q

T S Qmg S RA f TS Q f
≠

= = − =


             (24) 

In (24), ( )iT S Q=  denote classification result while ( )iT S R=  is classifica-
tion result with R. In RF, the margin is utilized to establish the mean value of 
votes S and Q, such that the greater the margin, the more accurate is the classifi-
cation. Here, the generalization error Ĝ  is derived as in (25): 

( )( ),
ˆ , 0S QG W mg S Q= <                      (25) 

In (25), WS,Q signifies thatthe probability is more than S, Q dimension. Con-
sidering training sample ( ) ( ){ }1 1, , , ,p ppŢ α β α β=   of IID [ ]0,1 l . Using Ţp, 
the objective is to estimate the regression function ( ) [ ]FR α β α= =   g  for 
some fixed [ ]0,1 l∈g . Generally, RF classifier consists of a set of stochastic re-
gression tree ( ){ }, , , 1T q pR h Ţ q ≥g . Here, 1 2, ,h h   Denotethe IID outputs of a 
randomization construct h. By combining these random trees (RTs), an amalga-
mated regression estimate is obtained as in (26): 
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( ) ( ), , ,T p h T pR Ţ R h Ţα =  g                   (26) 

In (26), h  is conditionally associated with random constructs on g  and 
Ţp. Here, the dependency of sample estimates is denoted as ( )TR g  and h is uti-
lized to establish how successive divisions are executed when building individual 
trees. 

3.1.4. Naïve Bayes 
In this algorithm, the probability that an attribute g  takes on a particular G 
when the class is Ƈ is modeled using a real number between 0 and 1. On the 
other hand, continuous attributes are modeled using continuous probability dis-
tribution over a range of attribute’s values. Suppose that RV is a random variable 
representing an instance class, and RA is a random variable vector representing 
the observed attribute values. Denoting rv as a specific class label and ra as the 
specific observed attribute value, then if Ʀ is a test case, that is to be classified, 
the probability of each class given the vector of observed values for the predici-
tive features is obtained using Bayes’ theorem in (27): 

( ) ( ) ( )
( )

|
|V v

V v A a
A a V v

A a

p R r p R
p R

r R
r R r

r
p R r

= = =
=

=
= =          (27) 

Since an event consists of a juxtaposition of feature value and assignments, 
then using the feature conditional independence postulation, Equation (27) is 
written as in (28): 

( ) ( )| |
i iA a V v

i
A a V vp R rp R r R rr R== = ==∏             (28) 

Suppose that Ƥ is the training set and Ū is the related class label. Here, each 
tuple is denoted by Ȅ features, implying that each tuple consists of Ȅ values. If 
there are k class labels 1 2, , , kU U U

 for any new tuple Z, the classifier predicts 
that Z is a member of the class with highest probability state on Z, suppose now 
that this classifier is presented with a new test set Z that needs to be classified as 
either benign or malignant. Here, Z can be classified into its respective class iU  
or jU  provided it satisfies the state in (29): 

ji ŪŪP P
Z Z

   >   
   

 for 1 j k≤ ≤                 (29) 

In this case, iU  becomes the maximum posterior hypothesis since its iŪ
Z

 
 
 

 

is being maximized. Based on Bayes’s theorem: 

( ) ( ) ( )
( )

|
| i i

i

P Z P
P

U
U

Z
U

Z
P

=                  (30) 

Since P(Z) is unvarying for the classes, only the value for ( ) ( )| i iP Z U P U  
need to be increased. In this case, the formualions reduce to: 

( )i
i

i

ZP P P
Z

U U
U
  

= ∗  
   

                  (31) 
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During the prediction of Z’s class label ( )i
i

Z P
U

P U
 

∗ 
 

 is evaluated for each 

class iU . In essence, the predictor class label iU  for which ( )i
i

Z P
U

P U
 

∗ 
 

 is 

maximum. 
On the condition that apriori probability for class ( )jP U  is unknown, the 

assumption made is that the classes are all equally likely and ( )| jP Z U  needs 
to be maximized. 

During the class label or class value Z classification ( ) ( )| i iP Z U P U  is eva-
luated for both benign and malignant instances in iU . In this case, NB classi-
fies Z to a class iU  on the condition that it is the class that maximizes  

( ) ( )| i iP Z U P U . 

3.2. Data Set Description 

In this paper, the data set from the ELVIRA Biomedical Data Set Repository [33], 
which consists of both normal genetic sequences as well as lung tumor sequences, 
was used. The data contains 203 specimens, consisting of 139 samples of lung 
adenocarcinomas, 21 samples of squamous cell lung carcinomas, 20 samples of 
pulmonary carcinoids, 6 samples of small-cell lung carcinomas, and 17 normal 
lung samples. Here, each sample is described by 12600 genes. This data set is 
partitioned into an 80% training data set and 20% testing data set. The dataset is 
accessed using this link: http://leo.ugr.es/elvira/DBCRepository/. 

3.3. Data Pre-Processing 

The dataset accessed in this paper contains missing values and noisy information. 
Therefore, before the classification process, the data was cleansed and relevant 
analysis excuted to eliminate redundant attributes for further analysis. Thereaf-
ter, a data transformation is executed to map the attribute values to a small-scale 
range of 1 or 0, before the application of PCA for dimensionality reduction. The 
Bin smoothing using the minimax approach was adopted for cleaning and 
tarnsformation. Principal Component Analysis (PCA) and Analysis of Variance 
(ANOVA) were utilized to get rid of datasets with huge dimensions that could 
lead to over-fitting. 

Binning is a technique for smoothing noisy values by consulting their neigh-
bourhood. This requires that the data be sorted in some order before it is parti-
tioned into a specific number of bins. Thereafter, smoothing is accomplished by 
bin means, median or bin boundary. Taking L as the lowest value of a certain 
feature, H as the highest value of a feature, then the width of intervals, Ɯ is given 
by (32): 

Ɯ
hυ

H L−
=                               (32) 

where ƕ is the number of partitions. 
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3.4. Principal Component Analysis 

Based on the deployed data, its input attributes are considerable and this may 
impede the classification speed and accuracy. As such, the principal component 
analysis (PCA) is utilized for feature selection as one way of dimensionality re-
duction in the input features. The selection of PCA was informed by the fact that 
it is a simple and yet widely deployed dimensionality reduction technique for 
two-class classification problems. In essence, PCA serves to establish the peak 
disparity in the underlying data set. In so doing, many features in the dataset are 
reduced to less but crucial features. By applying it to both training and testing 
samples, patterns in the input dataset are detected based on the resemblance and 
variance among the present attributes. Suppose that M is the dimension of the 
data set that has q samples { } 1

q
i iN

=
, in which M

iN R∈ . Here, PCA attempts to 
determine the principle orthogonal directions in which this data set has the 
highest variances. Provided that the majority of these variances occur in one or 
numerous main directions, these directions form the principal component di-
rections of the data set. These directions are a better representation of the data 
set with less dimensions. Taking V  as the mean vector of the data samples, the 
covariance matrix Ω of the sample set is computed as in (32): 

( ) ( )T
i iN V N VE  − − Ω  

=                       (32) 

Using the eigenvectors of Ω as the basis to span a new coordinate system, the 
orthogonal coordinate system can be obtained that can eliminate the correla-
tions between diverse components of the samples in their initial space. Essen-
tially, the levels of Ω’s eigenvalues depict the variance of the samples along the 
coordinates of the consequent eigenvalues. Suppose that we have an H × G ma-
trix denoted by  , in which each row refers to one of H trials while each col-
umn denotes one of G features. We also let 



  represent the average of the 
input, in which case the Eigen values (λi) and Eigen vectors (μi) of the input cor-
relation matrix are derived as in (33): 

TE EΣ =                             (33) 

In which E = −


   
Taking Q  as the right singular vector, the principal components are ex-

pressed as in (34): 
TP E Q= ⋅                            (34) 

Suppose that ( )1 2, , , qλ λ λ  are the eigenvalues of matrix Ω, they can be or-
dered based on their size as: 1 2 qλ λ λ≥ ≥ ≥

. Denoting the corresponding ei-
genvectors as ( )1 2, , , qµ µ µ , if the first λs are very large compared with the 
rest, only μs corresponding to these λs are utilized to represent the data set 
without significant loss of the information. The deployed μs are the principal 
component axes of the data set, while the spanned subspace by these μs forms 
the principal component space (PCS). When the first n μs are deployed to build 
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the PCS, the resulting representation error of truncation error e is derived as in 
(35): 

1

1

M

M
ii n

ii

e
λ

λ
= +

=

= ∑
∑

                           (35) 

This PCA depiction has the minimum error among the feasible orthogonal 
n-dimensional representations of the sample set. The follwing feature determi-
nation rules were applied: 

Feature standardization: after feeding the ELVIRA datasent to PCA, each fea-
ture is transfomed in such a way that its mean and variance are 0 and 1 respec-
tively. This procedure facilitates selection of the best principal components. 

Computation of the covariance matrix: this involves the derivation of the pair-
wise correlation between each of the features which is the covariance matrix of 
the feature space. 

Calculation of the eigenvectors and equivalent eigenvalues for the covariance 
matrix 

Arranging the eigenvectors in descending order: here the computed eigenvec-
tors are arranged in descending order based on eigenvalues. In essence, the ei-
genvectors with the highest eigenvalue becomes the first principal component. 

Selection of the number of principal components: in this, the top N eigenvec-
tors are selected based on their corresponding eigenvalue. In this, the choses ei-
genvectors represent the N principal components. 

3.5. Results and Discussion 

Upon data preprocessing, four machine learning algorithms which include KNN, 
SVM, RF, and NB are applied to the obtained data. 

Data preprocessing was carried out to remove irrelevant and inconsistent data 
to increase prediction and reliability of the output. Bin smoothing was used for 
cleaning and data transformation. Feature extraction was done using Principal 
component analysis. The analysis of variance (ANOVA) was used to establish 
the statistical significance of the differences between the feature set means. The-
reafter an ensemble classifier was developed based on KNN, SVM, RF and NB. 

3.5.1. Proposed Ensemble Classifier 
In this paper, an ensemble classifier is developed consisting of KNN, SVM, RF, 
and NB. This choice is informed by the fact that these four machine learning al-
gorithms are the most prevalent in lung cancer diagnosis. Past research has shown 
that ensemble classifiers outperform their single classifier equivalents. Therefore, a 
blending approach is employed in this paper where the same ELVIRA dataset is 
fed to each of the individual classifiers. Thereafter, each of these models is trained 
and tested. As shown in Figure 1, the output of this classifier is obtained via ma-
jority voting. 

As shown in Figure 1, the first step during ensemble classification is the feed-
ing of the ELVIRA dataset to PCA algorithm which executes the dimensionality 
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reduction in this dataset. The algorithm for PCA is elaborated in Figure 2. After 
feature selection, the ELVIRA dataset is split into two sets; 80% for training and 
the other 20% for testing the classifiers. These two sets of data are then fed to the 
individual classifiers after which individual predictions are performed. Suppose 
that KNN, SVM, RF and NB votes 1, 1, 1 and 0 respectively. The implication is 
that KNN, SVM, and RF prediction is lung cancer presence, while NB has pre-
dicted lung absence. Using majority voting, the final prediction is lung cancer 
presence since we have 3 classifiers voting for 1 while only one classifier has 
voted for 0. 

To accomplish this, Waikato with Environment for Knowledge Analysis (WEKA) 
software was utilized. This choice was informed by its ability to implement and 
facilitate the analysis of numerous classification, regression, and data mining al-
gorithms. Figure 3 gives the general data flow diagram for the machine leaning 
algorithm (MLA) classification process. As shown in Figure 1, the lung cancer 
classification comprised of a number of steps, starting with the feeding of the 
data set to the MLA upon which data processing was executed. This is followed 
by training and testing the classifiers. The 10-fold cross validation test is utilized 
to evaluate the developed predictive models. This technique simply partitions 
the data set into training and test samples. Here, the training data sample is used 
to build the model while the test sample evaluates the constructed model. Here, 
the classification involves the correct placement of an instance into either the B 
or M class. 

The last set of experimentations involved the appraisal of the performance of 
individual classifiers using the performance metrics in Table 2 below. Here, TP 
is true positive, TN is true negative, FP is false positive, and FN is false negative. 
Accuracy represented the overall correctness of the model, while precision de-
picts the ratio of positive cases that were predicted appropriately. On the other 
hand, the FP-rate is the ratio of negative cases that were incorrectly classified as 
positive cases. Recall or TP rate represents the ratio of correctly identified posi-
tive cases while F-measure is the harmonic mean of precision and recall. 

In terms of error performance, Mean Absolute Error (MAE), Kappa, Root 
Mean Squared Error (RMSE), Relative Absolute Error (RAE), and Root Relative 
Squared Error (RRSE) are deployed. Table 3 gives the formulations of these er-
rors. 

In Table 3, iy  is the predicted value, ijy  is the predicted value by individu-
al model i for tuple j out of n tuples, jT  is the target value for tuple j, ix  is the 
actual value, while n is the number of data points. 

The results obtained for the various metrics are presented in Section 4. The-
reafter, the interpretation of these findings is provided as discussed below. 

The developed classifiers are evaluated in terms of their build time, true posi-
tives (TP), true negatives (TN), false positives (FP), false negatives (FN), FP rate 
(FPR), recall (R), precision (P) and F-measure (FM). Next, analysis of variance 
(ANOVA) is deployed to establish the statistical significance of the differences 
between the feature set means. 
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Figure 1. Machine learning algorithm (mla) clas-
sification process. 

 

 
Figure 2. Proposed ensemble classifier. 

 
Table 2. Performance metrics. 

Metric Formulation 

Accuracy TP TN
TP TN FP FN

+
+ + +

 

FP-rate 
FP

FP TN+
 

Precision 
TP

TP FP+
 

Recall / TP-rate 
TP

TP FN+
 

F-measure 
2 Precision Recall

Precision Recall
∗ ∗

+
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Table 3. Error analysis. 

Error Formulation 

MAE 1

n
i ii

y x
n

=
−∑  

Kappa 
( ) ( )( )

( ) ( ) ( ) ( )
2 TP TN FN FP

TP FP FP TN TP FN FN TN
∗ ∗ − ∗

+ ∗ + + + ∗ +
 

RMSE ( )2

1

1 n
i ii

x y
n =

−∑  

RAE 
( )

1 22

1

1 2
2

1

n
i ii

n
ii

y x

x

=

=

 − 
 
 

∑
∑

 

RRSE 
( )
( )

2

1
2

1

n
ij jj

n
jj

y T

T T
=

=

−

−

∑
∑

, where 
1

1 n
jj

T T
n =

= ∑  

3.5.2. ANOVA Algorithm 
In this paper, Analysis Of Variance (ANOVA) is deployed to establish the statis-
tical significance of the differences between the feature set means. This is a 
five-step process as shown in Figure 3. It begins with the formulation of the hy-
pothesis, calculation of the sum of squares, determination of the degree of free-
dom, computation of F-value, and then finally the acceptance or rejection of the 
null hypothesis. In this paper, the null hypothesis is that all features in the fea-
ture space have the equal variance. 

It follows that the alternative hypothesis is that at least one of the features in 
the ELVIRA dataset has different variance. On the other hand, the sum of 
squares is computed as ( )2

0 ii A A
=

−∑ . Here, Ai is the ith feature in the feature 
space, A  is the mean of all features in the feature space and ( )iA A−  is the 
deviation of the feature from this mean. The next step is the derivation of the 
degree of freedom as (N-1), where N denotes the feature space. This is followed  

by the computation of F-value as 
2 2
1 2

1 21 1
C C

N N
 
 − − 

. Here, 1C  and 2C  are 

Chi distributions while 1N  and 2N  are their respective degrees of freedom. 
Based on the 95% confidence level and the computed degrees of freedom, the 
calculated F-value is deployed to accept or reject the null hypothesis. 

4. Results and Discussion 
In this section, the performance of the ensemble classifier is reported for before 
and after ANOVA application. After ANOVA application, 10-fold cross-validation 
is employed to evaluate the performance of these classifiers after feature selec-
tion optimization. Figure 4 presents the build time for various classifier models. 
Based on the values in Figure 4, the proposed classifier incurs the highest build 
time of 0.31 seconds among other models. 

This can be explained by the amalgamated build time for the models that 
make up this ensemble classifier. However, among the individual classifiers, RF  
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Figure 3. ANOVA algorithm. 

 

 
Figure 4. Build time comparisons. 

 
takes the longest duration of 0.29 seconds to build the model, while KNN took 
the shortest duration of 0.01 seconds. The explanation for this is that KNN is a 
lazy learner and hence it does not execute many operations during training. This 
is unlike other MLAs which need to build models during the training process. 
Next, the accuracies of the classifiers are investigated without PCA and with 
PCA deployment. As shown in Figure 5, there is a general increment of accura-
cy in the models when PCA is applied. It follows from Figure 5 that the accura-
cies before PCA application for RF, SVM, NB, KNN, and the proposed classifier 
are 92.2%, 95.5%, 90.1%, 94.7%, 97.5% respectively. However, after PCA appli-
cation, the accuracies for RF, SVM, NB, KNN, and the proposed classifier are 
95.1%, 98.6%, 92.3%, 96.5%, and 99.3% respectively. Considering only the indi-
vidual classifiers with PCA, SVM, has the highest value of 98.6%, while NB has 
the lowest value of 92.3%. 

This directly follows from SVM’s highest values for TP/TN and lowest value 
for FP/FN compared to other classifiers. On the other hand, Figure 6 shows the 
performance of these classifiers in terms of the FPR before and after PCA appli-
cation. 

Based on the graphs in Figure 6, the FPR for RF, SVM, NB, KNN, and the 
proposed classifier before PCA application are 0.0731, 0.039, 0.12, 0.062, and  
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Figure 5. Accuracy comparisons. 

 

 
Figure 6. FPR performance. 

 
0.029 respectively. However, after PCA application, the FPR for RF, SVM, NB, 
KNN, and the proposed classifier are reduced to 0.067, 0.023, 0.090, 0.042, and 
0.012 respectively. It is evident from Fig.6.0 that after PCA, NB classifier has the 
highest FPR of 0.090. This is followed by RF, KNN, and SVM with FPR values of 
0.067, 0.042, and 0.023 respectively. On the other hand, the proposed ensemble 
classifier has the lowest FPR value of only 0.012. In terms of recall(R), preci-
sion(P) and F-measure(FM), Figure 7 presents the values obtained before the 
ANOVA application. 

It is evident from Figure 7 that the proposed classifier has the highest values 
for recall, precision and F-measure whose values are 0.993, 0.997 and 0.995. On 
the other hand, the NB classifier has the lowest scores for recall, precision and 
F-measure whose values are 0.923, 0.921, and 0.922. Table 4 presents the error 
performance for the various classifiers. 

It is clear from Table 4 that among individual classifiers, in SVM, the proba-
bility of obtaining the best classification is 0.9652% with the lowest error rate of 
0.0206. On the other hand, NB has the worst performance of 0.8475% classification 
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Figure 7. Recall-Precision-F-Measure Performance before ANOVA. 

 
Table 4. Error performance. 

Error 
Classifiers 

NB RF KNN SVM Proposed 

MAE 0.0738 0.0749 0.0407 0.0206 0.0193 

Kappa 0.8475 0.9026 0.9238 0.9652 0.9825 

RMSE 0.2637 0.1748 0.1959 0.1462 0.1298 

RAE 15.7832 16.1648 8.6572 4.5142 4.7183 

RRSE 54.7826 35.7492 40.5630 30.0195 28.2621 

 
with 0.0738 error rate. It is evident that both NB and RF have highest error rates 
which can be attributed to their high (ICI) values. In overall, the proposed clas-
sifier’s probability of obtaining best classification is 0.9825% with an error rate 
0.0193. Consequently, it has the best overall error rate performance. Using the 
analysis of variance (ANOVA), the next task was the establishment of the statis-
tical significance of the differences between the feature means. At the 95% con-
fidence level, 8825 features out of the 12601 features had p-values of less than 
0.05. Figure 8 shows the performance of the classifiers after the application of 
ANOVA. 

Comparing the graphs in Figure 8 with ones in Figure 7, it is evident that 
there is some slight improvements in the values of recall, precision and F-measure 
across all the classifiers. This is attributed to the feature selection optimization 
that is accomplished through ANOVA where 3776 features whose p-values are 
more than 0.05 are eliminated from the training and testing. Next, this sub-set of 
features were deployed for the 10-fold cross validation of the classifiers. This 
basically provided the basis for the evaluation of the proposed ensemble classifi-
er. Figure 9 shows the performance scales of these classifiers during the 10-fold 
cross-validation. 

Based on the graphs in Figure 9, NB classifier has the worst performance of 
91.6% while the proposed classifier has the best performance of 98.6%. On the  
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Figure 8. Recall-Precision-F-Measure performance after ANOVA. 

 

 
Figure 9. Classifiers cross validation. 

 
other hand, the performance scales for RF, SVM, and KNN are 95.7%, 97.9%, 
and 96.1% respectively. In overall, the deployed techniques such as PCA, ANOVA, 
and majority voting have been demonstrated to boost performance of lung can-
cer diagnosis. In all the training, testing and validation instances, the proposed 
ensemble classifier has demonstrated the best performance overall, the NB clas-
sifier has shown worst performance in all the performance metrics. On the other 
hand, the SVM classifier has the second best performance while KNN has the 
third best performance in all the deployed metrics. 

5. Conclusion and Future Work 

Lung cancer is one of the most common diseases whose early detection can po-
tentially save lives. However, designing a machine learning model for the detec-
tion of this disease presents some challenges due to its heterogeneous nature. In 
addition, performance evaluation of lung cancer machine learning models has 
been noted to be cumbersome. In this paper, an ensemble machine learning al-
gorithm is developed based on RF, SVM, NB, and KNN. Here, lung cancer clas-
sification starts by feeding of the data set to the machine learning algorithm 
upon which data processing is executed. This is followed by training and testing 
the classifiers, after which 10-fold cross-validation test is utilized to evaluate the 
developed predictive models. Experimental results show that the proposed clas-
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sifier has the highest classification performance of 0.9825% with the lowest error 
rate of 0.0193. This is followed by SVM in which the probability of having best 
classification is 0.9652% with an error rate of 0.0206. On the other hand, NB had 
the worst performance of 0.8475% classification with 0.0738 error rate. Future 
work in this research domain will involve building an ensemble classifier en-
compassing other machine learning algorithms that were not within the scope of 
the current work. There is also a need to evaluate the developed ensemble clas-
sifier in other data sets to offer a more comprehensive overview of its perfor-
mance.  
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