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Abstract 
The forecasting research literature has developed greatly in recent years as a 
result of advances in information technology. Financial time-series tasks have 
made substantial use of machine learning and deep neural networks, but build-
ing a prediction model from scratch takes time and computational resources. 
Transfer learning is growing popular in tackling these constraints of training 
time and computational resources in several disciplines. This study proposes 
a hybrid base model for the financial time series prediction employing the 
recurrent neural network (RNN) and long-short term memory (LSTM) called 
RNN-LSTM. We used random search to fine-tune the hyperparameters and 
compared our proposed model to the RNN and LSTM base models and eva-
luate using the RMSE, MAE, and MAPE metrics. When forecasting Forex cur-
rency pairs GBP/USD, USD/ZAR, and AUD/NZD our proposed base model 
for transfer learning outperforms RNN and LSTM base model with root mean 
squared errors of 0.007656, 0.165250, and 0.001730 respectively. 
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1. Introduction 

Foreign Exchange (dubbed Forex or FX) is a global currency trading market 
considered the most liquid global financial market. According to the Bank for 
International Settlements, trading in Forex markets averaged $5.3 trillion daily 
in April 2013 [1]. Due to its anonymous nature and increased instability of price 
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rates, the Forex market is deemed very complicated and volatile, resembled with 
the black box [2]. 

The Forex market is an example of a financial time series market where cur-
rency exchange rates are traded in pairs. These pairs are categorized into three 
groups, namely major, minor, and exotic currency pairs [3]. Predicting price 
time series in financial markets, which have a non-stationary nature, takes much 
work [4] [5]. They are dynamic, chaotic, noisy, and non-linear series that the 
market is prejudiced by the general economy, characteristics of the industries, 
politics, and even the psychology of investors [6] [7]. Researchers for forecasting 
the Forex market have proposed many different methods. In the late 1990s, pop-
ular ways were statistical methods [3]. The neural network was a revolutionary 
discovery for time series forecasting problems, and many other methodologies 
have arisen from this occasion [8] [9]. 

Due to the limitations of classic machine learning methods, researchers and 
data scientists have recently embraced the concept of transfer learning. Tradi-
tional machine learning models, such as RNN, LSTM, CNN, GRU, SVM, and 
others, necessitate training from scratch, which is computationally expensive 
and demands vast data to attain good performance [10]. They also use an iso-
lated training strategy, in which each model is trained separately for a specific 
task without relying on prior information. Researchers are now using transfer 
learning to overcome these constraints; however, transfer learning in time series 
prediction problems has yet to be widespread [11]. 

Pre-trained models for time-series predictions still need to be improved, de-
spite transfer learning’s growing popularity in tackling these constraints of train-
ing time and computational resources in several disciplines like Natural Language 
Processing (NLP), image, video, and audio problems. Google’s Tensor Flow Hub 
and NVIDIA contain several pre-trained models for various problem domains 
such as text, photo, video, and audio. 

In recent years, the most popular Contract for Differences (CFDs) brokers 
have displayed standardized risk warnings, including the proportion of losses on 
a CFD provider’s accounts held by retail investors, and the data shows that los-
ing funds made up 54% to 83% of the total, with 76% being the average1. From 
this observation, despite having different prediction models, the percentage of 
profitable traders needs to be bigger! 

This study proposes a hybrid model for the Forex market prediction employ-
ing the recurrent neural network (RNN) and long-short-term memory (LSTM) 
called RNN-LSTM. Based on transfer learning, the model is used to predict Fo-
rex market currency pairs as a pre-trained model for future work related to the 
time series problem. The study creates a dashboard to help users make the best 
trade selections and maximize their winning rates to reduce the number of un-
profitable traders. 

The rest of the paper is structured as follows; Section 2 designates the litera-

 

 

1https://www.financemagnates.com/forex/brokers/which-brokers-house-the-most-winning-clients-p
ost-esma/. 
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ture review, and Section 3 materials and methods. Section 4 presents the expe-
rimental study and results analysis. Section 5 discusses of results, and Section 6 
concludes the work. 

2. Literature Review 

As a result of the advancement of information technology, the forecasting re-
search literature has considerably increased. The results reveal that neural net-
work models outperform statistical models like ARIMA (Autoregressive inte-
grated moving average), indicating its applicability for forecasting foreign ex-
change rates. For the Turkish TL/US dollar exchange rate series, [12] used both 
the ARIMA time series model and neural networks. The outcomes demonstrate 
the superiority of ANNs over statistical models, with the ANN approach outper-
forming the ARIMA time series model in terms of accuracy [9]. 

The Recurrent Neural Network (RNN) has been employed in most studies 
because it has the advantage of remembering some information about the se-
quence through hidden states. In contrast to a standard neural network, the in-
put and output are entirely independent. However, [13] has observed the draw-
backs of RNN and stated that gradient-based learning approaches take far too 
long, since the error vanishes or explodes as it propagates back. In a RNN, the 
issue of vanishing and exploding gradients has been addressed in various ways, 
and the LSTM is one of the most well-known. 

A C-RNN forecasting technique based on deep RNN and CNN for Forex time 
series data was offered by [14]. Data-driven analysis was employed by the re-
searcher to fully harness the Spatiotemporal properties of Forex time series data. 
The C-RNN foreign exchange time-series data forecast approach has increased 
applicability and accuracy compared to LSTM and CNN, according to an expe-
rimental comparison of the predicted strategy on the exchange rate data of nine 
major foreign exchange currencies. 

The direction of the Forex market using LSTM was forecasted by [15]. The 
macroeconomic information and the technical indicator dataset were both ex-
amined by the researcher. The study created a hybrid model that integrated the 
two LSTMs that corresponded to the study’s two datasets, and it was proven to 
be quite successful on actual data. The key motive for the researcher to use a hy-
brid was to avoid the shortcomings of LSTMs. When ME_LSTM and TI_LSTM 
models were executed separately, many transactions with wrong signals were 
generated, reducing the accuracy. 

For predicting stock prices, [16] suggested a novel deep learning-based model. 
They constructed a hybrid model by merging the well-known LSTM and GRU 
neural network models. The model uses the LSTM output as the input to the GRU 
unit. They employed S&P 500 historical time series data and traditional evaluation 
criteria like MSE, MAPE, and so on for model validation. 

Transfer learning is a method for encoding features from a model that has 
already been learned, preventing us from having to create a new model from 
scratch. A pre-trained model is often developed on a large datasets, and the 
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weights gained from the trained model can be used with your custom neural 
network for any other similar application. These freshly constructed models 
can be used directly for task predictions or in training processes for related 
applications. This method reduces both the training time and the generaliza-
tion error [17]. 

To forecast short-term stock price movement, [11] created a deep transfer with 
related stock information (DTRSI) model that blends transfer learning and a deep 
neural network. The researcher developed an LSTM base model and trained it 
using substantial stock data from the US and Korean markets. When the model 
parameters were tuned, it predicted the stock price of Hyundai Motor Co. with 
an average accuracy of 64.54 per cent and the stock price of Amazon Co. Inc 
with an average accuracy of 62.65 per cent. 

Also, [17] suggested a methodology for the stock market prediction that com-
bined transfer learning of data from industrial chains with deep learning algo-
rithms such as multilayer perceptron (MLP), RNN, LSTM, and GRU. These al-
gorithms were used to forecast the trend of 379 stock market indices in China. 
They discovered that RNNs are occasionally the best prediction option when 
dealing with detailed time-series data. For this reason, the MLP was selected for 
transfer learning stock market index prediction, and the maturity yield surpasses 
the buy-and-hold strategy. 

Due to the drawbacks of RNN and limitations of LSTM, and to leverage the 
strength of RNN and LSTM, this study suggests the hybrid RNN-LSTM model 
used as the primary model for transfer learning time-series tasks. Despite the ap-
plication of transfer learning, [11] studies show that the prediction performance 
of stock markets could be more impressive. Consequently, additional studies can 
be conducted to enhance the performance. To the best of our knowledge, no pa-
per has used the hybrid model RNN-LSTM to pre-train the source domain for 
time series prediction problems, especially Forex market currency prediction us-
ing transfer learning, thus filling the gap. 

3. Materials and Methods 

A data science process is a series of instructions outlining how a person or a 
team should carry out a data science project. According to [18], the three most 
common processes used for data science projects are Cross Industry Standard 
Process for Data Mining (CRISP-DM), Knowledge Discovery in Databases (KDD), 
and Sample-Explore-Modify-Model-Assess (SEMMA). 

The most often used framework for carrying out data science initiatives is 
CRISP-DM, which provides a structured and systematic approach to data min-
ing projects, which leads to increased efficiency and success. KDD highlights the 
high-level applications of particular Data Mining techniques and refers to the 
general process of discovering knowledge in massive databases2. The CRISP-DM 
data science process was used in this study due to the nature of our work and the 
objectives. 

 

 

2https://www.javatpoint.com/kdd-process-in-data-mining. 
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3.1. Data Description 

Depending on the broker, the Forex market has more than 100 currency pairs. 
For instance, Exness broker3 has seven major pairs, 26 minor pairs, and 67 exotic 
pairings. For training our hybrid base model, we employed six major currency 
pairs, seven minor currency pairs, and seven exotic currency pairs for 20 cur-
rency pairs. We used five currency pairs as our target currency pairs: one central 
currency pair, two minor currency pairs, and two exotic currency pairs, as given 
in Table 1. 
 
Table 1. Currency pairs used. 

Source data 

Major Minor Exotic 

AUD/USD AUD/CHF AUD/JPY 

EUR/USD CAD/JPY CHF/JPY 

NZD/USD EUR/CHF EUR/NOK 

USD/JPY GBP/AUD EUR/AUD 

USD/CAD GBP/NZD CAD/HKD 

USD/CHF NZD/JPY AUD/SGD 

 AUD/CAD ZAR/JPY 

Target data 

GBP/USD CAD/CHF USD/ZAR 

 EUR/CAD AUD/NZD 

3.2. Technical Indicators 

Price movements follow trends, according to technical analysts. Those price changes 
often follow recognized patterns that can be partially attributed to market psy-
chology based on the widely-held belief that market participants act the same 
when faced with analogous situations. We have also used the five most popular 
technical indicators to forecast the closing price for the future hour, including 
the stochastic oscillator, Bollinger band, relative strength index (RSI), and expo-
nential moving averages (EMA). 

3.3. Modeling 
3.3.1. Recurrent Neural Networks (RNN) Model 
According to [19], the RNN belongs to the class of neural networks that process 
sequential data. They accept a series of vectors ( )1 2, , , nx x x  as input and gen-
erate a second series ( )1 2, , , nh h h  that contains details of the input sequence 
at each step. In particular, RNNs use a recurrent hidden state, whose activation 
at each iteration depends on the activation at the previous iteration, to address 
variable-length sequences. 

Figure 1 shows the architecture of RNN model. The implementation of up-
dating recurrent hidden state R

th  is as follows: 

 

 

3https://www.exness.com/forex/. 
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Figure 1. RNN model architecture. 

 

( )1
R R
t t th g W x U h b−= × + × +                     (1) 

( )R o R o
t tO g W h b= × +                        (2) 

In this case, g is a bounded and smooth function, such as a hyperbolic tangent 
or logistic function and R

tO  is the output/predicted value from recurrent neural 
network. The network’s input vector tx , along with its prior hidden state 1

R
th −  

and the bias b, determine its recurrent hidden state R
th  per time t step. The 

weight matrices, W and U, are filters that choose how much significance to as-
sign based on the input at hand and the hidden state from the past. They gener-
ate an error, which is returned via back propagation and used to change the 
weights of their parameters until the error cannot be reduced further [20]. 

3.3.2. Long Short-Term Memory (LSTM) Model 
The LSTM, which [21] proposed, is a specific type of recurrent network that 
addresses the problems of vanishing and exploding gradients by including 
memory units that enable the system to comprehend when to forget the earlier 
hidden states and when to revamp the hidden conditions with the latest infor-
mation. In the literature, models with hidden units and different linkages with-
in the memory unit have been put forth with remarkable practical success [20]. 

 

 
Figure 2. LSTM network. 

 
The LSTM transition equations are as following [20]: 

( )1
i i L i

t t ti W x U h bσ −= × + × +                        (3) 
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( )1
f f L f

t t tf W x U h bσ −= × + × +                       (4) 

( )1
o o L o

t t to W x U h bσ −= × + × +                        (5) 

( )1tanh u u L u
t t tu W x U h b−= × + × +                      (6) 

1t t t t tc i u f c −= +                            (7) 

( )tanhL
t t th o c= 

                           (8) 

( ) ( )L o L
ty t W hσ= ×                           (9) 

From Equation (3) to (9), ti , tf , and to  is the input, forget, and an output 
gate respectively, where tc  denote a memory cell, an activation function is giv-
en by tu , LSTM hidden state by L

th , and the predicted value is given by ( )Ly t . 
Figure 2 illustrates the defaulting connection among these LSTM units. 

In contrast to a standard recurrent unit, which simply replaces its scope per 
time step, the LSTM can decide whether to maintain the present memory with 
the aid of the additional gates. Intuitively, the output gate determines the amount 
of internal memory state accessible, while the input gate chooses what fresh in-
formation will be updated. How much of the previous memory cell is forgotten 
is then determined by the forget gate. 

3.3.3. Proposed Hybrid RNN-LSTM Base Model 
We provide thorough information about our proposed hybrid model in this sec-
tion. The hybrid is made up of RNN and LSTM, as seen in Figure 3. As [3] 
stated, both are sophisticated neural network models that can outperform re-
gression-based predictions in terms of accuracy. 
 

 
Figure 3. A hybrid RNN-LSTM base model architecture. 

 
Figure 3 represents the architecture of hybrid base model where FC is fully 

connected layer. The primary logic behind employing these networks was that 
currency price prediction is a regression-based problem. To begin, we fed the 
data into RNN network, and obtain the output R

tO  as shown in Equation (2). 
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To get the final prediction ˆty , we pass the output of the RNN layer to the LSTM 
layer. 

Mathematically, the input in LSTM layer for our hybrid will change from tx  
to R

tO  as shown below, 

( )1
H i R i L i
t t ti W O U h bσ −= × + × +                     (10) 

( )1
H f R f L f

t t tf W O U h bσ −= × + × +                    (11) 

( )1
H o R o L o
t t to W O U h bσ −= × + × +                    (12) 

( )1tanhH u R u L u
t t tu W O U h b−= × + × +                   (13) 

1
H H H H H
t t t t tc i u f c −= +                        (14) 

( )tanhH H H
t t th o c=                          (15) 

And lastly, the predicted price ˆty  is give by; 

( )ˆ o H
t ty W hσ= ×                          (16) 

where oW  is the weight matrix of the output gate and H
th  is the hidden state 

of Hybrid unit given by Equation (15). 

3.3.4. Transfer Learning 
Transfer learning can manage scenarios where domains and distributions differ, 
unlike typical machine learning and data mining techniques, which presume 
that training and testing data are from the same feature space and distribution. 
These features allow the model to make advantage of relevant source data and 
apply the underlying knowledge to the target job, resulting in increased perfor-
mance [22]. 

Due to this benefit, in our study, we heavily rely on datasets of currency pairs 
in the Forex market for training the base model and learning knowledge from 
them before applying the knowledge to the target data (i.e., where data from 
only the target currency pair is used). Figure 4 depicts the transfer learning 
framework employing a hybrid base model for the source and destination do-
mains. 
 

 
Figure 4. A framework of transfer learning. 
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4. Experiment and Results 

The research environment’s software and hardware configuration are displayed 
in Table 2. 
 
Table 2. Configuration of an experimental environment. 

Items Parameter 

Central processing unit (CPU) Core(TM) i7-7600U CPU@2.80GHz 

Graphics processing unit (GPU) Intel(R) HD Graphics 620 

Random-access memory (RAM) 16 GB 

Programming language Python3.8.8 

Deep learning framework TensorFlow v2.9.1 

 
For our experiment, the historical data of Forex market where downloaded 

from the Tickstory website4, with the time period of 3 months and hourly time 
frame. 

4.1. Data Preprocessing 

None of the datasets we used contained missing values. To avoid bias, we trans-
formed the data into a scale range of [0, 1], acknowledging that variables rec-
orded at different scales do not equally contribute to model fitting and learned 
function. We divided the dataset into the ratio of 6:2:2, with 60% for training, 
20% for validation, and 20% for testing. We created the training dataset with 
shape (1052, 120, 20) and the testing dataset with shape (293, 120, 20) using the 
sliding window method approach. The shape reflects the number of samples, 
time steps, and currency pairs used in each set. The 120 time steps indicate the 
number of prior time steps used for forecasting the subsequent one-hour closing 
price, and the 20 currency pairs indicate the total number of currency pairs used 
in the model. 

4.2. Performance Metrics 

Every prediction model must be evaluated in order to determine its accuracy 
[23]. In this study, the three basic assessment metrics for regression issues for 
model evaluation: root mean squared error (RMSE), mean absolute error (MAE), 
and mean absolute percentage error (MAPE) are used to evaluate and compare 
the RNN, LSTM, and hybrid RNN-LSTM base model performance. 

RMSE show an estimation of the residual between the real ty  value and an-
ticipated value, ˆty , MAE estimates the average magnitude of the errors in fore-
casts without looking at their direction, and MAPE indicates an average absolute 
percentage error; it is preferable if the MAPE is as low as possible [16]. Equa-
tions representing these metrics are given below: 

 

 

4https://tickstory.com/download-tickstory/. 
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( )2

1

1 ˆRMSE
N

t t
t

y y
N =

= ∗ −∑                     (17) 

1

1 ˆMAE
N

t t
t

y y
N =

= ∗ −∑                       (18) 

1

ˆ1MAPE
N

t t

t t

y y
N y=

−
= ∗∑                      (19) 

4.3. Results Analysis 

We provide our findings for both source and target domain. We used the closing 
prices of 20 and 5 currency pairs to train and evaluate our hybrid base model for 
the source domain. 

4.3.1. Case 1 
We trained and validated the base model for our hybrid RNN-LSTM model us-
ing 20 currency pairings as the source domain, as shown in Table 1. After train-
ing and validating the base model, we transferred the learned weights and biases 
to the target domain model to anticipate currency pairings. 

However, Table 3 shows unsatisfactory outcomes for our forecasts of the tar-
get domain currency pair, like GBP/USD. As a result, we opted for scenario 2. 

 
Table 3. Model forecast evaluation case 1. 

Model RMSE MAE MAPE 

RNN 16.138934 16.138692 0.935115 

LSTM 15.880864 15.880837 0.934288 

RNN-LSTM 15.757492 15.754454 0.955955 

4.3.2. Case 2 
In this instance, we reduced the number of currency pairs in the source domain 
utilized for training and validating the basic model from 20 to 5, as shown in 
Table 4. 
 
Table 4. Currency pairs used in case 2. 

Source data 

Major Minor Exotic 

AUD/USD EUR/CHF ZAR/JPY 

USD/CAD GBP/NZD  

Target data 

GBP/USD USD/JPY USD/ZAR 

EUR/USD  AUD/NZD 

 
We trained and validated our base model with the default parameters and the 

RMSE and Loss (MSE) for 5 currency pairs used are shown in Figure 5. 
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Figure 5. RMSE and loss before parameter tuning. 

 
To reduce the training and validation RMSE and Loss, we fine-tuned the 

hyperparameters of our hybrid RNN-LSTM base model as there are displayed in 
Table 5. To navigate the vast search space, we used a random search to find the 
best hyperparameter optimization. The optimal set of hyperparameters with the 
lowest error consisted of 2 hidden layers for RNN and LSTM, 40 neurons, a dro-
pout probability of 0.2, a batch size of 64, and 70 epochs. The improved RMSE 
and Loss are shown in Figure 6. 

 
Table 5. Hyperparameters. 

Hyperparameter Interval 
Hidden layers for RNN and LSTM 2 to 3 

Number of neurons 14 to 70 
Dropout rate 0.1 to 0.9 

Batch size 16, 32, and 64 
Epochs 10 to 100 

 

 
Figure 6. RMSE and loss after parameter tuning. 
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We utilized the weights and biases from our base hybrid model for the target 
domain and trained our dataset on top of it. To forecast the one-hour closing 
price of frequently traded Forex currency pairings like GBP/USD, EUR/USD, 
USD/JPY, USD/ZAR, and AUD/NZD, we used both historical data of closing 
prices for the past 3 months and technical indicators. 

To train the target model for prediction, we froze the top third of the base mod-
el’s layers, attached our dense layer, trained it with 64 batches, and ran 70 epochs. 
We made predictions for the currency pairs using both the RNN base model and 
the LSTM base model, with the same structure as the proposed RNN-LSTM hy-
brid model, for comparison purposes. The results of the predicted closing price 
are displayed in Table 6. 
 
Table 6. Model forecast evaluation. 

Model Pairs RMSE MAE MAPE 

RNN 

GBP/USD 0.022116 0.020246 0.017770 

EUR/USD 0.008276 0.007461 0.007584 

USD/JPY 2.091997 1.764091 0.012051 

USD/ZAR 0.275423 0.263631 0.014701 

AUD/NZD 0.005693 0.004293 0.003826 

LSTM 

GBP/USD 0.017378 0.015948 0.014063 

EUR/USD 0.003796 0.003054 0.003117 

USD/JPY 1.072977 0.879307 0.005954 

USD/ZAR 0.322514 0.312474 0.017475 

AUD/NZD 0.003056 0.002676 0.002392 

RNN-LSTM 

GBP/USD 0.007656 0.006473 0.005756 

EUR/USD 0.016708 0.015403 0.015498 

USD/JPY 3.443044 3.260152 0.022532 

USD/ZAR 0.16525 0.13648 0.007774 

AUD/NZD 0.001730 0.001355 0.001210 

 
Our hybrid RNN-LSTM model achieved low RMSEs for GBP/USD, USD/ZAR, 

and AUD/NZD, with values of 0.007656, 0.16525, and 0.001730 respectively, 
according to Table 6. The LSTM base model had small RMSEs for EUR/USD 
and USD/JPY, with values of 0.003796 and 1.072977. The RNN-LSTM model 
produced the smallest MAE and MAPE values for GBP/USD, USD/ZAR, and 
AUD/NZD, while the LSTM model produced the smallest values for EUR/USD 
and USD/JPY. 

5. Discussion 

In this study, we initially proposed to train and validate the hybrid RNN-LSTM 
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base model using 20 different currency pairs in the source domain (Table 1). 
However, when forecasting the target domain currency pair, the results were not 
satisfactory (Table 3). One of the factors that might have contributed to this was 
the use of a large number of datasets with different scales before applying trans-
fer learning. 

To address this issue, we retrained the base model using only 5 closely related 
currency pairs that have similar scales. The results showed improvement, as seen 
in Table 6, suggesting that the proposed hybrid RNN-LSTM base model works 
better with small datasets. 

When forecasting GBP/USD, USD/ZAR, and AUD/NZD as shown in Figure 
7, our proposed hybrid RNN-LSTM base model for transfer learning outper-
forms RNN and LSTM base model with both RMSE, MAE and MAPE. The 
LSTM basic model provided superior forecasts for the EUR/USD and USD/JPY 
as depicted in Figure 8. 
 

 
(a) 

 
(b) 
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(c) 

Figure 7. Evaluation metrics of GBP/USD, USD/ZAR, and AUD/NZD for all models. 

 

 
(a) 

 
(b) 

Figure 8. Evaluation metrics of EUR/USD and USD/JPY for all models. 
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This indicates that our hybrid RNN-LSTM model is more computationally ef-
ficient and requires less time to train compared to other stock and Forex predic-
tion models. Additionally, the use of transfer learning and the fine-tuning of 
hyperparameters also helped to improve the performance of the model. These 
results demonstrate the potential of our proposed hybrid RNN-LSTM model for 
real-time stock and Forex prediction. 

Overall, our suggested hybrid RNN-LSTM base model outperforms RNN and 
LSTM base models when forecasting the currency pairings in the target domain, 
as evidenced by the prediction of three of the forecasted currency pairs more 
accurately by our proposed RNN-LSTM base model, and the AUDNZD was fo-
recasted more precisely than other currency pairs examined. Figure 9 displays 
the out-of-sample forecast for the AUDNZD. 

6. Conclusions 

The results of our study indicate that the hybrid RNN-LSTM base model pro-
vides better accuracy compared to the RNN and LSTM base models when fore-
casting the target domain currency pairings. Our proposed model requires a 
lower number of epochs to converge and has a shorter average computation time 
of 4.29 minutes, making it a more efficient option for Forex traders. Also, using 
a smaller set of closely related currency pairs in the source domain improved the 
model’s performance. This study highlights the effectiveness of using transfer 
learning and hybrid RNN-LSTM models for financial forecasting, particularly in 
the Forex market. 
 

 
Figure 9. Out-sample forecast of AUDNZD. 

 
Additionally, fine-tuning the hyperparameters and exploring different op-

timization algorithms and loss functions can also be considered in future stu-
dies to further improve the performance of the proposed model. Additionally, 
incorporating other factors such as economic news and sentiment analysis, can 
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also be considered as they play a crucial role in the Forex market and can help to 
increase the accuracy of the predictions. Overall, our proposed hybrid RNN-LSTM 
base model has shown promising results in predicting the Forex market, but there 
is still room for improvement and further exploration in the field. The web dep-
loyment for this study for real time dataset can be accessed through the follow-
ing link  
https://mrfaru-fx-forecasting-fx-forecasting-app-tprth8.streamlit.app/. 
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