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Abstract 
HIV and AIDS has continued to be a major public health concern, and hence 
one of the epidemics that the world resolved to end by 2030 as highlighted in 
sustainable development goals (SDGs). A colossal amount of effort has been 
taken to reduce new HIV infections, but there are still a significant number of 
new infections reported. HIV prevalence is more skewed towards the key pop-
ulation who include female sex workers (FSW), men who have sex with men 
(MSM), and people who inject drugs (PWID). The study design was retros-
pective and focused on key population enrolled in a comprehensive HIV and 
AIDS programme by the Kenya Red Cross Society from July 2019 to June 
2021. Individuals who were either lost to follow up, defaulted (dropped out, 
transferred out, or relocated) or died were classified as attrition; while those 
who were active and alive by the end of the study were classified as retention. 
The study used density analysis to determine the spatial differences of key 
population attrition in the 19 targeted counties, and used Kilifi county as an 
example to map attrition cases in smaller administrative areas (sub-county 
level). The study used synthetic minority oversampling technique-nominal 
continuous (SMOTE-NC) to balance the datasets since the cases of attrition 
were much less than retention. The random survival forests model was then 
fitted to the balanced dataset. The model correctly identified attrition cases 
using the predicted ensemble mortality and their survival time using the es-
timated Kaplan-Meier survival function. The predictive performance of the 
model was strong and way better than random chance with concordance in-
dices greater than 0.75. 
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1. Introduction 

HIV and AIDS has been a major public health concern since the first case was 
reported in the United States in 1981. Despite tremendous strides taken globally 
to reduce new HIV infections, the number of new cases is still remarkable with 
an estimate of 1.7 million people who acquired HIV globally in 2019 [1] with 
approximately 2.4% (41,408) cases from Kenya [2]. As the target date for deli-
very on the sustainable development goals (SDGs) looms, there is need for col-
lective action to reimagine the relationship between data and interventions to 
end the HIV and AIDS epidemic by 2030. 

It should be noted that HIV prevalence is not uniform among the entire pop-
ulation. The majority of new infections reported globally in 2019 were among 
key population and their sexual partners, contributing to 62% of total infections 
[1]. The situation in Kenya is a reflection of the global perspective where the ep-
idemic is more skewed towards the key population with prevalence among fe-
male sex workers (FSW), men who have sex with men (MSM), and people who 
inject drugs (PWID) being 29.3%, 18.2% and 18.3% respectively, as compared to 
4.9% prevalence rate among the general population [3] [4]. 

Key population refers to persons at an elevated risk of getting infected with 
HIV, partly due to prejudice and social marginalisation. They include female sex 
workers, people who inject drugs, men who have sex with men, and transgender 
people [5]. Kenya Red Cross Society was the main non-state beneficiary of the 
global fund HIV grant implemented from January 2018 to June 2021, with the 
goal of decreasing the number of new HIV infections by 75%, minimising HIV 
and AIDS related mortality by 50%, and reducing stigma and discrimination as-
sociated with HIV to less than 25%, while mainly focusing on FSWs, MSM and 
PWID in 19 targeted counties in Kenya. In spite of such a comprehensive pro-
gramme, a considerable proportion of key population either defaulted (dropped, 
transferred out or relocated), were lost to follow up, or died. This study classifies 
these individuals as attrition, whereas those who remained active and alive at the 
end of the program were categorised as retention. Most studies have mainly fo-
cused on attrition from HIV antiretroviral care [6] [7] [8], with only a few stu-
dies focusing on key population [9] [10] [11], and they mainly used cox regres-
sion and Kaplan Meir survival curves in their analysis. 

The study uses density analysis to examine the spatial differences of key pop-
ulation attrition in the 19 targeted counties, and using Kilifi county as an exam-
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ple to map attrition in smaller administrative areas (sub-county level). Density 
analysis distributes known quantities of a phenomena over a given landscape 
depending on the amount observed at each area and the spatial connection be-
tween the measured quantities’ locations. It may be used to gain important in-
sight into the natural and social occurrences using features such as population 
by observing areas where more points are concentrated [12]. For instance, Gol-
denberg et al., [13] mapped communities in Vancouver, Canada to identify areas 
where sex workers reported either being criminalised or experienced violence. 
Thereafter, the study uses SMOTE-NC to balance the datasets since the cases of 
attrition account for a very small proportion of the dataset and hence represents 
the minority class, while the retention cases comprise the majority class. If the 
majority to minority class ratio of the response variable of a dataset is outstan-
dingly large, then such a dataset is said to be imbalanced [14]. High class imbal-
ance has been proven to suppress the effectiveness and reliability of machine 
learning models.  

Several techniques have been proposed to improve classification when dealing 
with imbalanced datasets. They are broadly categorised into three: data level or 
resampling techniques, algorithm level techniques and cost-sensitive techniques 
[15]. The most common data balancing techniques are undersampling the ma-
jority class randomly and also oversampling the class with minority cases under 
the data level techniques. However, undersampling could lead to the risk of loss 
of information and small disjuncts problem, while oversampling is prone to 
overfitting [16]. A hybrid method, Synthetic Minority Oversampling Technique 
(SMOTE), that simultaneously downsizes the class with majority cases and over-
samples minority class by creating synthetic examples was proposed by Chawla 
et al. [17]. Instead of focusing on the data space, SMOTE places emphasis on the 
feature space, and hence creates the synthetic examples by artificially interpolat-
ing pre-existing minority class examples within a defined neighbourhood. How-
ever, SMOTE only focuses on continuous variables. Chawla et al. [17] extended 
SMOTE to handle categorical variables, and proposed Synthetic Minority Over-
sampling Technique-Nominal Continuous (SMOTE-NC) where the median of 
standard deviations of continuous features is introduced to impose a penalty 
when an instance and its closest neighbours have different labels for a categorical 
feature. This study adopts SMOTE-NC to handle the binary class imbalance prob-
lem.  

Finally, the balanced dataset is used to fit the random survival forests algo-
rithm to find out the survival of key population in the HIV and AIDS programme. 
The cox proportional hazards (Cox-PH) model has long been the go-to method 
for survival analysis. However, researchers such as Hothorn and Lausen [18], 
Ishwaran et al. [19], Ramezankhani et al. [20], and Spooner et al. [21] have hig-
hlighted shortcomings of Cox-PH model such as the proportional hazard as-
sumption; inability to predict risk of future events because the baseline hazard 
function is unknown; and it also doesn’t scale up well to high dimensions’ data-
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sets since it was initially designed for small data sets. In consequence, more ro-
bust survival models have been put forward such as survival trees and random 
survival forest. Ishwaran et al. [19] proposed random survival forests as an ex-
tension of Breiman [17] random forests to accommodate right-censored survival 
data. Random survival forests is an ensemble supervised machine learning algo-
rithm that operates by building several survival trees grown from bootstrap sam-
ples. The survival trees are grown progressively to full size by recursively split-
ting the daughter nodes while maximising survival difference between the nodes, 
and then terminates when no new daughters can be formed because of the stop-
ping criterion that each node must contain at least one unique death. Random 
survival forests has been applied in various domains ranging from financial sec-
tor [22] [23] to health sector [15] [19] [24]. Researchers have attributed random 
survival forests success and adoption in various contexts because it is highly da-
ta-adaptive, assumption free, detects interactions among features, and it’s also 
known for automatically and coherently handling the proportionality assump-
tion. Feature selection is an important step when building machine learning 
models in order to optimise their predictive or classification performances, and 
this study uses the variable importance measure to determine the most impor-
tant features for the random survival forest models to predict ensemble mortality 
and survival function of a key population individual. 

The organization structure of this paper is as follows: Section 1 highlights the 
background and assumption of the study; Section 2 discusses the methodology 
that is chosen to achieve the objective of the study; the major findings and anal-
ysis are reported in Section 3; and in Section 4 conclusions and recommenda-
tions for further study are discussed. 

Assumption of the Study 

The study assumed that no attrition case had been enrolled in the programme in 
a different location than the one they were reported as either defaulted (dropped, 
transferred out, or relocated) or lost to follow up. 

2. Methodology 
2.1. Research Design 

This study adopts a retrospective design. The study uses July 2019 to June 2021 
secondary data of key population spread across the 19 counties in Kenya grouped 
into two cohorts, 2019/2020 and 2020/2021. The data were provided by Kenya 
Red Cross Society under strict privacy measures due to its sensitive nature. The 
study focuses on modelling the key population attrition in the HIV and AIDS 
programme in Kenya. The study begins by using density analysis to map attri-
tion cases in the 19 targeted counties and Kilifi county as an example to find 
out the spatial differences, and also to determine the hotspots of attrition. The 
study then uses synthetic minority oversampling technique-nominal continuous 
(SMOTE-NC) to balance the datasets since the cases of attrition are the minority 
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and retention cases are the majority. Random survival forests then learns from 
the balanced dataset to predict the ensemble mortality value. This study also uti-
lises the nonparametric measure of variable importance provided by the random 
survival forests to determine the most significant features associated with attri-
tion. 

2.2. Synthetic Minority Oversampling Technique-Nominal  
Continuous (SMOTE-NC) 

This study employs the synthetic minority oversampling technique-nominal con-
tinuous as suggested by Chawla et al. [14] since it balances a dataset by handling 
continuous and categorical features simultaneously. SMOTE-NC is chosen over 
other data balancing techniques because it is simple, computationally efficient, 
and has exceptional performance as shown by different researchers such as Rah-
mayanti et al. [25] and Islahulhaq and Ratih [26] in their studies. In addition, it’s 
also worth mentioning that SMOTE-NC works with any classification approach 
since it is independent of the classifier. However, SMOTE-NC is intended for 
datasets with both categorical and numerical features; it’s not well suited for da-
tasets with categorical features only [14]. Islahulhaq and Ratih [26] notes that a 
dataset can be categorised as imbalanced if the cases of minority class are less 
than 35% of cases from the majority class, that is, if the imbalance ratio is less 
than 0.35.  

Let   denote a full dataset with dimension ( )n p× , where n denotes the 
size of the dataset while p denotes the number of variables considered per ob-
servation. SMOTE-NC algorithm has two hyperparameters: a number, k ∈  
showing the count of the nearest neighbours; and a number, N ∈ , that con-
trols the extent of oversampling the minority class. Let M ⊆   denote the set 
of the observations associated with the minority class. The procedure to create 
new synthetic data points using SMOTE-NC is as follows: first, a minority class 
instance is randomly selected. Let iS M∈  where  

( ) ( )
( )
( )( )1 2 1 2 1, , , , , , , cc c

i i i it i i i p tS x x x x x x − −= � �  denote the sample (feature vector) of a 
minority instance i for which we are interested in computing its nearest neighbour. 
Let *

iS M∈  where ( ) ( )
( )
( )( )** ** * * *

1 2 1 2 1, , , , , , , cc c
i i i it i i i p tS x x x x x x − −= � �  be one of the sam- 

ple considered as a neighbour of iS . ( )1 2, , ,i i itx x x�  and ( )* * *
1 2, , ,i i itx x x�  de-

note the continuous features while ( ) ( )
( )
( )( )1 2 1, , cc c

i i i p tx x x − −�  and  
( ) ( )

( )
( )( )** *

1 2 1, , cc c
i i i p tx x x − −�  denote the categorical features of the samples. Assume 

there are z categorical features that differ between iS  and *
iS , then the Eucli-

dean distance between iS  and *
iS  is computed as: 

( ) ( )2 2* * *
1 1 penaltyi i i i it itS S x x x x− = − + + − +�            (1) 

where, ( )2
1

1penalty Median , 1,2, ,is si
nz x sx t

n =

  = × − = 
  

∑ �  

In words, the penalty is the median of standard deviations of all the conti-
nuous features for the minority class. We utilise the median to penalise the dif-
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ference in categorical features by a quantity that is associated with the usual dif-
ference in continuous feature values. 

Thereafter, N elements are randomly selected from the k neighbours to gener-
ate new synthetic examples via interpolation, where 0 N k< < . Note, k is 
usually set to 5 (default). SMOTE-NC focuses on the “feature space” instead of 
“data space”. Taking **

iS  as one of the nearest neighbours of iS , then a new 
synthetic sample is generated as per Equation (2) 

( ) ( )** , ~ 0,1new
i i i iS S S S Uω ω= + −                 (2) 

The weight, ω , is a randomly drawn number between 0 and 1. By imple-
menting, the synthetic data point, new

iS , may be thought of as a randomly sam-
pled point on the line segment between two minority instances in the feature 
space. The categorical feature is assigned the label that is most frequent in the 
majority of the k-nearest neighbors. As a result, the learner’s misclassification 
cost of the minority class is minimised and the initial bias is reversed in disfa-
vour of the majority class. 

2.3. Random Survival Forests 

This study uses random survival forests algorithm as proposed by Ishwaran et al. 
[19]. Consider a right-censored training survival dataset  

( ){ }, , , 1, 2, ,i i i i nξ= = �   , where i , i  and iξ  denote the feature vec-
tor, observed survival time, and censoring indicator for individual i, respectively. 

( )0 0min ,i i i=   , where 0
i  and 0

i  denote the true survival and censoring 
time, respectively. iξ  is defined as 

{ } ( )0 0

1, Attrition has occurred
0, Censored observation Retentioni i

i Iξ
<


= = 

 
         (3) 

From  , sample uniformly and independently m datasets with replacement, 

1, , m�  . The bootstrap samples should have the same size as the original da-
taset, that is, j =  . For each bootstrap sample, j , train a survival tree to 
full depth. It is important to note that when growing random survival forests, it 
is essential to consider the outcome, and given right censored survival data, this 
involves the survival time, i , and censoring status, iξ , of the individuals, 
which are also considered when determining the splitting criterion in each node 
[27]. Tree methods are characterised by node splitting rules which maximise 
homogeneity or purity of nodes and stopping rule that decides the optimal size 
of the tree [28]. In the case of random survival forests, trees are grown until no 
additional daughter nodes can be created because of the stopping criterion that 
the terminal node must have at least 0 0d >  unique deaths (at least 1 death). 
Survival trees are used as base learners in random survival forests, which im-
proves on the ensemble approach by introducing randomness to the learning 
process. Random bootstrap sampling in tandem with random feature selection 
introduces the randomness that ensures that the trees are de-correlated. Random 
feature selection is implemented as follows: before each split, randomly subsam-
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ple k features without replacement out of the p input features, such that k p� , 
and the best split on these k is used to split the node. Typically, k is set as the 
square root of the number of all input features, that is, k p= . Splitting a node 
on best features increases the similarity of observations within the resultant 
nodes while considering the response variable. In addition, due to random fea-
ture selection, not all features entering the tree-growing procedure will be in the 
final model, but instead, only the features that give the best split at every step in 
computation while simultaneously meeting the criteria set to ensure the tree’s 
performance is optimal [28]. It is worth mentioning that all terminal nodes in 
random survival forests are given equal weights [27]. 

The node impurity of a survival tree is measured by survival difference which 
informs how effective (pure) a data split is. The splitting rule generates partition 
in the features space by pushing different cases apart. This study only considers 
log-rank splitting rule. 

2.3.1. Log-Rank Splitting Rule 
Let the right-censored training survival dataset at the root node be given as  

( ){ }, , , 1, 2, ,i i i i nξ= = �   , and the goal is to split the node on a feature, say 

ix . Denote, ζ , as the threshold that splits the root node into right, { }ix ζ= > , 
and left, { }ix ζ= ≤ , daughter nodes. Denote the unique death (attrition) times 
as 1 2 mτ τ τ< < <� . The individuals “at risk” of attrition at time jτ  are  

( ) { }# ,j i j ixτ ζ= ≥ >   in the right daughter node, and  
( ) { }# ,j i j ixτ ζ= ≥ ≤   in the left daughter node, implying that total individu-

als “at risk” are ( ) ( )
j j j= +    . Also, let ( )

jd   and ( )
jd   denote the number 

of deaths in the right and left daughter nodes respectively at jτ , and thus the 
total number of deaths in both nodes is: ( ) ( )

j j jd d d= +  . The log-rank split- 
statistic value is given by: 

( )

( ) ( )

( ) ( )

1

1

,

1
1

j
j jj

j
i

j j j j
j

j j

m
j

j

m d
d

x
d

d

ζ
=

=

  
−      =

  −
 −     −  

∑

∑

 

 





  
  

          (4) 

A better split happens when ( ),ix ζ  is large since then, it maximises the 
survival difference between the right and left daughter nodes. 

2.3.2. Survival Tree Terminal Node Statistics 
1) In-Bag Survival Tree Estimators 
This study begins by splitting the datasets into training (in-bag) and testing 

(out-of-bag) data. Denote the terminal node of the survival tree by h , and  

( )1, 2, ,mτ τ τ< < <�h h h h
 be the distinct death times in h . In addition, let the num-

ber of deaths and individuals at risk at time ,jτ h  be denoted by ,jd h  and ,j h , 
respectively. The cumulative hazard function (CHF) at terminal node h  of a 
single survival tree is estimated using bootstrapped Nelson-Aalen estimator, and 
it is given by: 
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( ) ,

, ,

ˆ
j

j

j

d

τ τ
τ

≤

= ∑ h

h
h h




                        (5) 

On the other hand, the bootstrapped Kaplan-Meier estimators is given by: 

( ) ,

, ,

ˆ 1
j

j

j

d

τ τ
τ

≤

 
= −  

 
∏ h

h
h h




                      (6) 

All individuals in the terminal node h  are assigned the same estimates for CHF 
and survival since they are assumed to have similar (homogeneous) survival be-
haviour. For a given feature vector, say i , CHF and survival estimators are 
determined by dropping i  down the survival tree and it will fall into a unique 
terminal node, say h , and thus, i ’s CHF and survival estimators will be iden-
tical to the Nelson-Aalen, Equation (5), and Kaplan-Meier, Equation (6), esti-
mators for the terminal node where i  falls into. That is, ( ) ( )ˆ ˆ|IB

iτ τ= h    
and ( ) ( )ˆ ˆ|IB

iτ τ= h   , which denote the in-bag (IB) data estimators. 
2) Out-of-Bag Survival Tree Estimators 
Let a survival tree grown from cases where i is OOB be defined as i . Let the 

OOB indicator function be denoted by: 
1,
0, Otherwise

i
i

i
I

∈
= 



                       (7) 

Dropping a feature vector, say i , for an individual in the OOB data ( ii∈ ), 
down a survival tree and falls into terminal node, say h , the Nelson-Aalen estima-
tor is given by ( ) ( )ˆ ˆ|

i

OOB
i iIτ τ∈

 =  h    and ( ) ( )ˆ ˆ|
i

OOB
i iIτ τ∈

 =  h   , 
respectively. ( )ˆ τh  is estimated as per Equation (5) and ( )ˆ τh  as per Equation 
(6). 

2.3.3. Ensemble Statistics 
1) In-Bag Ensemble Estimators 
Let   denote the total number of survival trees in random survival forest, 

and let, i ’s in-bag Nelson-Aalen and Kaplan-Meier estimators for a survival tree, 
grown from th

j  bootstrap sample, be noted by ( )ˆ |
j

IB
iτ   and ( )ˆ |

j

IB
iτ  , 

then the Nelson-Aalen CHF estimator for the ensemble is given by: 

( ) ( )
1

1 ˆ| |
j

IB IB
i i

j
τ τ

=

= ∑


   


                   (8) 

The Kaplan-Meier survival estimator for the ensemble is given by: 

( ) ( )
1

1 ˆ| |
j

IB IB
i i

j
τ τ

=

= ∑


   


                   (9) 

The in-bag estimators are used for prediction. 
2) Out-of-Bag Ensemble Estimators 
Recall, a survival tree grown from cases where i is OOB is denoted as i , and 

the size (number) of all those trees is denoted as i . The OOB Nelson-Aalen 
CHF estimator for individual ii∈  for the ensemble is given by: 

( ) ( )1 ˆ| |
j

j i

OOB IB
i i

i

τ τ
∈

= ∑ 
 

   


               (10) 

https://doi.org/10.4236/jdaip.2023.111002


E. Kahacho et al. 
 

 

DOI: 10.4236/jdaip.2023.111002 19 Journal of Data Analysis and Information Processing 
 

The OOB Kaplan-Meier survival estimator for individual ii∈  for the ensem-
ble is given by: 

( ) ( )1 ˆ| |
j

j i

OOB IB
i i

i

τ τ
∈

= ∑ 
 

   


               (11) 

2.3.4. Mortality Value 
Random survival forest uses this as the predicted value. It can also be referred to 
as the risk score. It is constructed from the Nelson-Aalen estimators given by 
Equation (8) and Equation (10) for the In-Bag and Out-of-Bag data, respectively. 
The mortality value is the estimated risk for each individual which is simply the 
average number of events for one particular leaf node. Denoting 1 2 mτ τ τ< < <�  
as the distinct event times for the training data, the In-Bag ensemble mortality 
value for an individual with a feature vector, say i , is given as: 

( ) ( )
1

|
m

IB IB
i j i

j
H τ

=

= ∑                      (12) 

On the other hand, the Out-of-Bag ensemble mortality value is given by: 

( ) ( )
1

|
m

OOB OOB
i j i

j
H τ

=

= ∑                    (13) 

Note, considering two individuals, say i and j, i is said to have a worst outcome 
than j if OOB OOB

i j>  . OOB ensemble mortality value is also used in compu-
tation of Harrell’s Concordance Index (C-Index). 

2.3.5. Performance Measures 
This study uses Harrell’s concordance index to evaluate the performance of the 
probabilistic risk predictions of the random survival forests model using the out- 
of-bag (training) data. 

1) Harrell’s Concordance Index 
Concordance index estimates the proportion of pairings in which the observa-

tion with the greater survival time has a higher survival probability (smaller risk 
score) than the model predicts. The index is independent of the model’s evalua-
tion time and incorporates individual censoring, thus making it robust [21]. The 
c-index is constructed by first creating all feasible pairings of observations, say 
( ),i j  from the entire dataset. Denote the survival time for i by i  and for j by 

j  and the censoring status for i by iξ  and for j by jξ . Moreover, let the 
OOB ensemble mortality for i and j be denoted by OOB

i  and OOB
j . For a 

pair where observation associated with shorter survival time is censored, or if 

i j=   unless ( )1, 0i jξ ξ= = , ( )0, 1i jξ ξ= = , or ( )1, 1i jξ ξ= = , then such a 
pair is omitted. Let the other remaining pairs after omission be called “permissi-
ble” pairs. 

Next, for the permissible pairs: count 1 for each pair where the observation 
associated with shorter survival time had the worst outcome and i j≠  , or where 
for a pair i j=   and OOB OOB

i j=  . On the other hand, count 0.5 for each 
pair in which i j≠   and OOB OOB

i j=  , or i j=   and OOB OOB
i j≠  . 
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Let concordance be the resultant count across all permissible pairs, and the 
index be denoted by  . The c-index is thus given by: 

concordance
permissible

=                         (14) 

This statistic, given in Equation (14), is an estimate of the probability that, in a 
randomly selected pair of cases, the sequence of events that occur is successfully 
predicted, that is, the probability of classifying a pair of cases correctly. Hence, it 
is possible to estimate the prediction error using it which is given as 1= −  , 
0 1≤ ≤ . A perfect prediction will result to 0=  and random guessing would 
result to 0.5= . 

2.3.6. Feature Selection 
Random survival forests uses variable importance (VIMP) measure, which is fully 
non-parametric, as proposed by (Breiman, 2002) to determine variables which 
are most important for model to best predict risk score. VIMP utilises OOB data, 
which makes the algorithm less computationally expensive compared to using 
cross validation for feature selection. Variable importance measure is computed 
by subtracting the out-of-bag error before and after a feature vector, say i , is 
randomly permuted. Basically, it computes the cost of misclassification. Thus, 
the significance for i  is determined by the amount by which the new error 
surpasses the tree’s initial OOB error. The larger the value, the more the predic-
tive ability for i , whereas a zero or negative value indicates noise variables 
which should be filtered. Taking the average of every survival tree gives i ’s 
permutation importance. Mathematically, recall that the training or learning da-
ta was given by ( ){ }, , , 1, 2, ,i i i i nξ= = �   , where i  is the response varia-
ble (survival time) while i  is the p-dimensional feature vector. Here, let’s ig-
nore the censoring indicator, iξ , and denote our training data as  

( ){ }, , 1, 2, ,i i i n= = �   . The aim is to estimate a function, ( )h x  of the re-
sponse given that i x= . 

1) Survival Tree Variable Importance 
Denote ( )*

mθ  and ( )**
mθ  as the mth bootstrap sample and its corres-

ponding OOB data, respectively. Let ( ) ( ) ( )( )1 2, , , p= �    , where ( )j  de-
notes the jth variable coordinate, and its permuted value be given by ( )ˆ j . Note, 

( ) ( ) ( ) ( ) ( ) ( )( )1 1 1ˆ ˆ, , , , , ,j j j j p− += � �       after substitution of the jth coordi-
nate of  . The variable importance measure (denoted as: ( )( ), ,j

mI θ  ) of 
the mth survival tree, which is given by the difference between the predicted error 
of the original   and the permuted value ( )ˆ j  is given by: 

( )( ) ( ) ( )

( )( )( ) ( )( )
**

1 ˆ ˆ, , , , , , , ,
m

j j
m i i m i i m

m i

I l h X l h X
θ

θ θ θ
θ ∈

 = −  ∑


     


 (15) 

2) Ensemble Variable Importance 
The ensemble variable importance is given by averaging the survival tree VIMP 

given by Equation (15), that is, 
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( )( ) ( )( )1
1

1, , , , , ,
M

j j
m m

m
I I

M
θ θ θ

=

= ∑�                  (16) 

It is also possible to define the ( )100 1 α−  confidence region for the true varia-

ble importance, and is given by ( ) ( )
1

2

ˆ ˆj j
n nZα αψ θ ν− = ± , where ( )ˆ j

nν  is variance 

of the predicted error. 

3. Data Analysis 
3.1. Geospatial Mapping of Attrition Cases 

The study began by investigating the spatial differences of attrition in the 19 
targeted counties, and Kilifi County as an example to map attrition in smaller 
administrative areas for all key population groups, that is, female sex workers 
(FSW), men who have sex with men (MSM) and people who inject drugs 
(PWID). 

3.1.1. At County Level 
As shown in Figure 1, for the 2019/2020 cohort, the majority of attrition cases 
for female sex workers were recorded in West Pokot, Kwale, Trans Nzoia, Nai-
robi, and Nyeri counties with an attrition rate of 18.91%, 1.94%, 1.34%, 1.20% 
and 0.77%, respectively; whilst counties with the lowest attrition cases were Vi-
higa, Nyamira, Laikipia, Kisii, and Kericho with no attrition cases reported. On 
the other hand, for the 2020/2021 cohort, the majority of attrition cases for fe-
male sex workers were recorded in Kilifi, West Pokot, Nyeri, Laikipia, and Kwale 
counties with an attrition rate of 81.85%, 30.23%, 12.97%, 11.24%, and 10.48%,  
 

 
Figure 1. Female sex workers attrition rate. 
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respectively; while Kericho, Nairobi, Kisii, Elgeyo Marakwet and Kajiado coun-
ties had the lowest attrition cases with an attrition rate of 0%, 0.07%, 0.07%, 0. 
10%, and 0.16%, respectively. 

As shown in Figure 2, for the 2019/2020 cohort, the majority of attrition cases 
for men who have sex with men were recorded in Kiambu, Mombasa, Kisumu, 
Taita Taveta, and Kilifi counties with an attrition rate of 8.67%, 6.04%, 4.45%, 
1.20%, and 0.53%, respectively; whilst counties with the lowest attrition cases 
were Vihiga, Uasin Gishu, Trans Nzoia, Nyeri, and Nyamira counties with no 
attrition cases recorded. For the 2020/2021 cohort, the majority of attrition cases 
for men who have sex with men were recorded in Kilifi, Laikipia, Nyamira, Mom-
basa, and Taita Taveta counties with an attrition rate of 6.71%, 2.38%, 2.0%, 
1.63%, and 1.27%, respectively; while counties with the lowest attrition cases 
were Vihiga, Uasin Gishu, Trans Nzoia and Machakos, all with an attrition rate 
of 0%, and Nairobi county with an attrition rate of 0.08%. 

The HIV and AIDS programme for people who inject drugs focused on 4 
counties for both 2019/2020 and 2020/2021 cohorts. As shown in Figure 3, for 
2019/2020 counties, Nairobi county had the highest number of attrition cases 
with an attrition rate of 9.13% followed by Kilifi and Mombasa counties with at-
trition rates of 2.52% and 0.64%, respectively, and Kwale county had the lowest 
attrition rate of 0.27%. For the 2020/2021 cohort, Nairobi county still reported 
the highest attrition cases with an attrition rate of 3.18% followed by Kilifi and 
Mombasa counties with attrition rates of 1.63% and 1.48%, respectively, and 
Kwale county had the least number of attrition cases with an attrition rate of 
0.10%. 

 

 
Figure 2. Men who have sex with men attrition rate. 
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Figure 3. People who inject drugs attrition rate. 

3.1.2. At Sub-County Level 
This study focused on Kilifi county to find out the spatial differences of attrition 
cases in smaller administrative areas (sub-counties) for all the three key popula-
tion groups. The choice of Kilifi county was informed by the high attrition rates 
reported for the key population. 

As shown in Figure 4, for both the 2019/2020 and 2020/2021 cohort, the ma-
jority of attrition cases for female sex workers in Kilifi were reported in the 
Southern part of the county. For the 2019/2020 cohort the attrition rate was 0.44% 
and 0.39% in Rabai and Kaloleni, respectively; while for the 2020/2021 cohort, 
the attrition rate increased to 96.73% and 78.03% in Rabai and Kaloleni, respec-
tively. 

As shown in Figure 5, the majority of attrition cases for men who have sex 
with men in Kilifi was on the Northern part of the county with Malindi leading 
with an attrition rate of 0.69% and Magarini with an attrition rate of 0.56% for 
the 2019/2020 cohort. For the 2020/2021 cohort, attrition cases were only re-
ported in Malindi with an attrition rate of 9.26% 

As shown in Figure 6, Kilifi North and Kilifi South had the highest attrition 
rate of 7.86% and 6.49%, respectively, for people who inject drugs; while Malindi 
had the least attrition rate of 0.59% for the 2019/2020 cohort. For the 2020/2021 
cohort, Kilifi South and Kilifi North still had the highest attrition rates of 4.82% 
and 4.65%, respectively, while Malindi and Magarini had an attrition rate of 0.26% 
and 0.17%, respectively. 

3.2. Data Balancing 

The cases of attrition compared to retention were much lower making the datasets  
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Figure 4. Kilifi female sex workers attrition rate. 

 

 
Figure 5. Kilifi Men who have sex with men attrition rate. 

 
highly imbalanced which, if not taken care of, could lead to poor performance of 
the machine learning algorithm—random survival forests. This study first com-
puted the imbalance ratios of the datasets as: 

( ) ( )
( )

Minority Cases Attrition
Imbalance Ratio IR

Majority Cases Retention
=  
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The imbalance ratios for the datasets used in this study are shown in Table 1. 
From the results in Table 1 and the plots in Figure 7 and Figure 8, it is clear 

that the datasets are highly imbalanced with all imbalance ratios less than 0.35 - 
the threshold of a dataset to be classified as imbalanced as per Islahulhaq and  
 

 
Figure 6. Kilifi people who inject drug attrition rate. 

 

 
Figure 7. Key population 2019/2020 cohort attrition incidence. 
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Figure 8. Key population 2020/2021 cohort attrition incidence.  
 

Table 1. Imbalance ratios of the original datasets. 

Key Population 2019/2020 2020/2021 

FSW 0.0082 0.0401 

MSM 0.0141 0.0081 

PWID 0.0470 0.0192 

 
Ratih [26]. Synthetic minority oversampling technique-nominal continuous 
(SMOTE-NC) is thus employed to balance the datasets by generating synthetic 
data points for the minority class (attrition). The study determines the optimal 
imbalance ratio in the range [0.35, 1] that yields the least predicted error by con-
sidering a sample size of 1000 from each key population dataset. The study uses 
the default number of nearest neighbours as per Chawla et al. [14], that is k = 5, 
to generate the synthetic data points. The optimal imbalance ratios of the data-
sets after applying SMOTE-NC are as shown in Table 2 and the plots in Figures 
9-11. 

The study then used the datasets balanced using SMOTE-NC to fit the ran-
dom survival forest model. 

3.3. Ensemble Mortality 

This study generated 1000 trees for the random survival forest algorithm, mean-
ing that a 1000 bootstrap samples were used to grow the survival trees. In addi-
tion, the log-rank splitting rule was used when growing the survival trees. The  
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Table 2. Optimal imbalance ratios after applying SMOTE-NC. 

Key Population 2019/2020 2020/2021 

FSW 0.40 0.40 

MSM 0.35 0.40 

PWID 0.50 0.50 

 

 
Figure 9. FSW 2019/2020 (a) and FSW 2020/2021 (b) optimal imbalance ratio. 

 

 
Figure 10. MSM 2019/2020 (a) and MSM 2020/2021 (b) optimal imbalance ratio. 

 
minimum number of samples that was required to split an internal node was 10, 
while the minimum number of samples that was required to be at a leaf node 
was 15. The number of features that were considered when looking for the best 
split was the squareroot of the total number of input features per key population 
dataset. After training the random survival forests model using the in-bag data, 

https://doi.org/10.4236/jdaip.2023.111002


E. Kahacho et al. 
 

 

DOI: 10.4236/jdaip.2023.111002 28 Journal of Data Analysis and Information Processing 
 

the study determined the ensemble mortality (risk scores) of 6 randomly chosen 
individuals from the out-of-bag data for each key population for both the 
2019/2020 and 2020/2021 cohorts as shown in Tables 3-8. The study went fur-
ther and plotted the estimated Kaplan-Meier survival function of the 6 randomly 
chosen individuals as shown below in Figures 12-14. The actual survival time is  
 

 
Figure 11. PWID 2019/2020 (a) and PWID 2020/2021 (b) optimal imbalance ratio. 

 
Table 3. Ensemble mortality of 6 randomly sampled FSW from 2019/2020 cohort. 

Individuals 
Actual survival Actual survival Predicted ensemble 

time status mortality 

0 1 active 4.4731 

1 12 active 0.1761 

2 6 active 0.4195 

3 10 attrition 6.4758 

4 11 attrition 5.5668 

5 2 attrition 7.6227 

 
Table 4. Ensemble mortality of 6 randomly sampled FSW from 2020/2021 cohort. 

Individuals 
Actual survival Actual survival Predicted ensemble 

time status mortality 

0 12 active 0.1330 

1 10 active 0.1091 

2 12 active 0.4250 

3 6 attrition 5.9688 

4 6 attrition 7.5175 

5 10 attrition 6.1278 
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Table 5. Ensemble mortality of 6 randomly sampled MSM from 2019/2020 cohort. 

Individuals 
Actual survival Actual survival Predicted ensemble 

time status mortality 

0 1 active 0.2912 

1 12 active 0.0114 

2 2 active 0.3004 

3 3 attrition 8.8722 

4 5 attrition 10.7828 

5 3 attrition 8.1108 

 
Table 6. Ensemble mortality of 6 randomly sampled MSM from 2020/2021 cohort. 

Individuals 
Actual survival Actual survival Predicted ensemble 

time status mortality 

0 12 active 6.6532 

1 4 active 0.0930 

2 12 active 0.1811 

3 2 attrition 11.7834 

4 5 attrition 11.2670 

5 2 attrition 13.8415 

 
Table 7. Ensemble mortality of 6 randomly sampled PWID from 2019/2020 cohort. 

Individuals 
Actual survival Actual survival Predicted ensemble 

time status mortality 

0 6 active 0.6887 

1 6 active 0.7952 

2 12 active 3.9289 

3 4 attrition 8.3554 

4 3 attrition 9.4311 

5 4 attrition 6.8323 

 
Table 8. Ensemble mortality of 6 randomly sampled PWID from 2020/2021 cohort. 

Individuals 
Actual survival Actual survival Predicted ensemble 

time status mortality 

0 4 active 1.7865 

1 6 active 3.1029 

2 12 active 2.5699 

3 2 attrition 6.2759 

4 9 attrition 4.2218 

5 3 attrition 8.5793 
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Figure 12. FSW 2019/2020 (a) and FSW 2020/2021 (b) survival function. 

 

 
Figure 13. MSM 2019/2020 (a) and MSM 2020/2021 (b) survival function. 

 

 
Figure 14. PWID 2019/2020 (a) and PWID 2020/2021 (b) survival function. 
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compared to when there is a big step in survival function. A big step in the sur-
vival function means that there is a huge risk of the event of interest happening, 
implying that if a big step occurs at time 2, then at that particular point it’s when 
an individual was likely to experience the event (attrition). On the other hand, 
the actual survival status is compared to the ensemble mortality. Individuals 
with high ensemble mortality are at higher risk of attrition compared to those 
whose ensemble mortality is low. The study compares the actual survival status 
label to the values of predicted ensemble mortality to find out whether the model 
predicted them correctly. 

From Table 4, it can be seen that individuals 3, 4 and 5 were labelled as attri-
tion from the actual dataset, and the model also predicted that they had the 
highest predicted ensemble mortality. This shows that the model correctly pre-
dicted the attrition cases. In addition, from Figure 12(b), it can be seen that the 
big step of individual 3 and 4 was at time 6, while from the actual data, their sur-
vival time was 6 months; while for individual 5, the big step was at time 10, while 
from the actual data the survival time was 10 months. The same interpretation 
goes for the other key population groups for both the 2019/2020 and 2020/2021 
cohort. However, since our random survival forests model is not a perfect model 
as seen from concordance indices in Table 9, there were some instances where 
the model predicted the attrition cases and survival time wrongly. However, it 
predicted the majority correctly. 

3.4. Predictive Performance of the Random Survival Forests Model 

This study used the Harrell’s concordance index to evaluate the performance of 
the random survival forests model for each dataset used for both the 2019/2020 
and 2020/2021 cohorts. The prediction error which is given as (1 − concordance 
index) was also computed. The greater the concordance index, the better the 
performance of the model since it means lower prediction error. 

The results in Table 9 show that the predictive performance of the random 
survival forests model was great. It is also clear that the model’s performance 
was way much better than random guessing. In addition, the concordance in-
dices obtained for each key population dataset are comparable to those obtained 
in survival analysis as noted by Ptak-Chmielewska and Matuszyk [23]. 

3.5. Feature Importance 

The plots below, Figures 15-17, show the top six most important features for the  
 
Table 9. Concordance index and prediction error 

Key 2019/2020 2020/2021 

population c-index prediction error c-index prediction error 

FSW 0.8157 0.1843 0.8811 0.1189 

MSM 0.8704 0.1296 0.8721 0.1279 

PWID 0.8224 0.1776 0.7517 0.2483 
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Figure 15. FSW 2019/2020 (a) and FSW 2020/2021 (b) feature importance. 

 

 
Figure 16. MSM 2019/2020 (a) and MSM 2020/2021 (b) feature importance. 

 

 
Figure 17. PWID 2019/2020 (a) and PWID 2020/2021 (b) feature importance. 

 
random survival forests model to predict the risk score of attrition (outcome 
event) for a key population individual using the datasets from the 2019/2020 and 
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2020/2021 cohorts.  

4. Conclusions and Recommendations 

According to HIV and AIDS statistics, a lot more needs to be done if the HIV 
epidemic is to be eradicated in Kenya and throughout the world by 2030. This 
study adopted machine learning approaches to inform key population attrition 
since early identification of potential cases and intervention would ensure quali-
ty of life within HIV care continuum. The performance of the random survival 
forests model was great, and thus the model could be adopted by Kenya Red 
Cross Society and other organisations in the world having similar programmes 
to inform policy and strategy decision for men who have sex with men, female 
sex workers, people who inject drugs, or even the general population where cases 
of attrition have been reported in Antiretroviral Therapy (ART) to ensure that 
every individual stays in the programme until the end to reap the most benefits. 
For Kenya Red Cross Society, the model could first be deployed in areas where 
high cases of attrition were recorded as per the density analysis results for both 
the 2019/2020 and 2020/2021 cohorts in their subsequent HIV and AIDS pro-
grammes. 

The findings of this study could also contribute further towards research on 
modelling key population attrition in HIV and AIDS programme. Possible areas 
of further research include assessing the performance of the random survival fo-
rests under various data balancing techniques. SMOTE-NC has been shown to 
be prone to over-generalisation in cases where the distribution of the minority 
samples is highly sparse thus increasing the likelihood of synthetic samples being 
generated in the majority samples feature space [16]. Therefore, variants of SMOTE 
such as bordeline SMOTE, support vector machine—SMOTE, penalty-based 
SMOTE, relocating safe-level SMOTE and other hybrid SMOTE algorithms could 
be used for a similar study. When building the random survival forests model, 
different splitting rules such as brier score gradient and log-rank score could be 
used to find out whether they lead to better performance. Finally, other machine 
learning algorithms could be used, and their performance compared to the ran-
dom survival forests model. Some of the machine learning models that could be 
considered for a similar study includes gradient boosted models and survival 
support vector machine. Some possible future research topics are hyperpara-
meter tuning for random survival forests and modelling Antiretroviral Thera-
py (ART) attrition using gradient boosted models with support vector machine 
SMOTE. 
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