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Abstract 
High maternal and child deaths in developing countries are frequently linked 
to poor health services provided to pregnant women and children. To im-
prove the quality of maternal, neonatal and child health (MNCH) services, 
the government and other stakeholders in MNCH emphasize the importance 
of quality assessment. However, effective quality assessment approaches are 
mostly lacking in most developing countries, particularly in Tanzania. This 
study, therefore, aimed at developing a quality assessment approach that can 
effectively assess and report on the quality of MNCH services. Due to the 
need for a good quality assessment approach that suits a resource-constrained 
environment, machine learning-based approach was proposed and devel-
oped. K-means algorithm was used to develop a clustering model that groups 
MNCH data and performs cluster summarization to discover the knowledge 
portrayed in each group on the quality of MNCH services. Results confirmed 
the clustering model’s ability to assign the data points into appropriate clus-
ters; cluster analysis with the collaboration of MNCH experts successfully 
discovered insights on the quality of services portrayed by each group. 
 

Keywords 
Maternal Health Quality, Clustering Model, Health Quality Assessment,  
Maternal Health Assessment 

 

1. Introduction 

Focus on healthcare quality assessment had strengthened since the 1980s when 
Donabedian developed the first framework for quality measurement [1]. That 
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framework focused on quality elements related to healthcare structure, process 
and outcome [2] [3]. Since then, various scholars have attempted to focus on 
and define quality in healthcare in different contexts [4]. Godlee [5] has defined 
quality as “clinically effective, safe and a good experience for the patient”. The 
Institute of Medicine (IOM) defined healthcare quality as “the degree to which 
health services for individuals and populations increase the likelihood of desired 
health outcomes and are consistent with current professional knowledge” [6]. 
World Health Organization (WHO) defined quality as “the extent to which 
health care services provided to individuals and patients improve desired health 
outcomes”. To achieve this, WHO added that healthcare must be safe, effective, 
timely, efficient, equitable and people-centred [7], specific to maternal, neonatal 
and child health (MNCH). Hulton and his colleagues defined quality of care as 
the “degree to which maternal health services for individuals and populations 
increase the likelihood of timely and appropriate treatment to achieve desired 
outcomes that are both consistent with current professional knowledge and 
uphold basic reproductive rights” [8].  

Improving MNCH quality is paramount to reducing maternal and neonatal 
deaths and attaining sustainable development goals (SDGs), especially SDG3, 
which calls for better health for all [9]. In this view, World Health Organization 
(WHO) has elaborated a global vision where every woman and a newborn re-
ceive quality care throughout pregnancy, childbirth and the postnatal period 
under the umbrella of universal health coverage and quality [10]. To realize the 
vision, WHO has further developed a framework that, among other areas, fo-
cuses on quality assessment as one of the strategic areas to improve MNCH care 
quality [11]. Quality assessment is “a process of evaluating healthcare system 
performance against recognized quality standards” [12]. It is a necessary step in 
the process of improving quality. It tells whether the services provided are of 
high quality enough to make a difference in health and survival and how to drive 
improvement in quality of care [13]. In similar veins, a reliable and sustainable 
quality assessment mechanism is required to routinely measure and report the 
quality status [14]. However, the literature shows that most developing coun-
tries, such as Tanzania, fail to establish effective approaches for quality assess-
ment in MNCH [15] [16] [17]. 

Facility assessment tools such as service availability and readiness assessment 
(SARA) [18], Service Provision Assessment (SPA) [19], Service Delivery Indica-
tor (SDI) [20] and Needs Assessment of Emergency Obstetric have been used in 
assessing MNCH quality [21]. Also, approaches like demographic and health 
surveys (DHS) [22] [23], quality evaluation frameworks [24] [25], direct obser-
vation of clinical consultations [26], interviews with service providers and exit 
interviews with clients [26] and health surveys methods [27] [28] to mention a 
few have been commonly applied to meet various MNCH quality assessment 
needs. However, it has been observed that most of these quality assessment ap-
proaches currently used are resource inefficient. Most of the approaches are 
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manual and paper-based; they require the physical presence of quality assess-
ment personnel at the facility and may also add extra financial and human re-
sources needs in accomplishing quality assessment [29] [30] [31]. From this 
point of view, inadequacy in the resources needed for quality measurement lim-
its quality measurement and impacts the effectiveness of the approaches in qual-
ity assessment and reporting. To address these notable challenges, this study 
proposed and developed a machine learning-based quality assessment model 
that is resource-efficient for practical quality assessment in MNCH care and ap-
plicable in developing countries with resource constraints. 

K-means is an unsupervised learning algorithm used to solve clustering prob-
lems in machine learning [31]. K-means clustering groups the unlabeled datasets 
into different clusters according to the initial number of clusters (K). K-means 
allows clustering of data into different groups; it is a convenient way to discover 
the categories of groups in the unlabeled datasets without needing any training 
[32] [33]. Table 1 illustrates the working of K-means algorithm. It takes the un-
labeled dataset as input, divides the dataset into K number of clusters, and re-
peats the process until it does not find the best cluster. The value of K is always 
predetermined in the K-means algorithm, which mainly performs two tasks; de-
termining the best value for K centre centroids by an iterative process and as-
signing each data point to its closest K-center. Hence each cluster has data points 
with some commonalities, and it is away from other clusters [34]. Figure 1(a) 
and Figure 1(b) show assignment of data points into clusters.  

2. Related Works 

Artificial intelligence (AI) technologies, especially machine learning and data 
mining, are increasingly used in predicting healthcare outcomes [35] [36]. Sev-
eral studies have reported to use machine learning (ML) to predict healthcare 
costs, utilization of resources and quality of services [37]. The ability of ML to 
provide insight from both structured and unstructured data makes it applicable 
for quality assessment in healthcare [38]. Machine learning algorithms have 
been used to assess the quality of healthcare services, information and treatment 
provided online via web pages and blogs [39]. A study by [40] used a support  
 
Table 1. K-means algorithm. 

The working of the K-means algorithm 

1. Select the number of K (to decide the number of clusters) 
2. Select random K points or centroids 
3. Assign each data point to their closest centroid 
4. Calculate the variance and place a new centroid of each cluster 
5. Repeat the third step (which means reassigning each data point to the new closes 
centroid of each cluster) 
6. If any reassignment occurs, then go to step 4; else, go to finish 
7. Finish 
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(a) 

 
(b) 

Figure 1. (a) K-means algorithm Flowchart, (b) K-means clustering. 
 
vector machine (SMV) algorithm to develop a model to filter and identify the 
web pages that do not contain quality cancer treatment information. Specifically, 
the model performed text categorization to identify unproven cancer treatments 
on the web pages. The developed model can identify web pages that make un-
proven cancer treatment fully automatic and substantially better than the pre-
vious web-based tools and state-of-the-art search engine technologies. The study 
by [41] developed a supervised learning approach using the Support Vector 
Machine (SVMLight) toolkit. The approach was designed to predict the reliabil-
ity of medical webpages automatically. The algorithm successfully classified 
medical webpages as being reliable or not, based on the information web page 
contents and features contained, with an accuracy of 80 per cent. 
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Furthermore, the quality of online health information on the web pages au-
tomatically was measured based on their contents using natural language 
processing (NLP) and machine learning (ML) techniques [42]. Afsana and her 
colleagues achieved an accuracy of 84 to 90 per cent with a data mining ap-
proach developed to automatically assess the quality of online healthcare articles 
based on the predefined quality criteria [43]. And study by [44] developed a 
machine learning model using observational data to assess the quality of gly-
cemic control care provided to patients with type II diabetes using the 
DIABETIMSS program. The reviewed studies have successfully assessed the 
quality of health care provided through the web pages. Previous studies have 
successfully assessed the quality of health care provided through web pages. This 
current study aims to use routine health data that representing care that a person 
has received from health care providers.  

3. The Proposed Approach 

The proposed quality measurement approach intends to facilitate quality mea-
surement using K-means clustering. K-means clustering is one of the simplest 
and most popular unsupervised machine learning algorithms. Typically, unsu-
pervised algorithms make inferences from datasets using only input vectors 
without referring to known or labelled outcomes. The proposed solution is or-
ganized into five phases. Phase I, Dataset Selection; Phase II, Dataset cleaning 
and preprocessing; Phase III, K-means clustering; Phase IV, cluster evaluation; 
Phase V, Cluster analysis.  

K-means can describe hidden structures from unlabeled data [45]. This ability 
is considered as strength of the K-means algorithm; it is used to group the ma-
ternal and child health dataset into clusters according to their similarity and dif-
ferences. Then cluster analysis was done to discover knowledge on the quality of 
health services from the data records in each cluster [46]. Figure 2 illustrates the 
general objective of the proposed approach. 

3.1. Phase I: Dataset Selection 

Data selection is a process of determining the appropriate data type and source. 
It was employed to extract required data from District Health Information System 
 

 
Figure 2. Proposed approach generic diagram.  
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(DHIS 2). DHIS 2 is currently used as a centralized database and national health 
information system by several developing countries, Tanzania inclusive [47]. 
Routinely, aggregated health data from all health centres are collected and stored 
in DHIS 2 [48]. MNCH data was selected to form a dataset for this study. The 
dataset comprised five years of maternal, neonatal and child health data (2014 to 
2018) from all districts in Tanzania. 

3.2. Phase II: Dataset Cleaning and Prepossessing 

Data cleaning and preprocessing involve the transformation of the raw dataset 
into an understandable format. This is a fundamental stage in model develop-
ment because it may directly affect the outcome of the expected model. Data is 
often incomplete and inconsistent and is more likely to contain many errors if 
not thoroughly checked. In this phase dataset was prepared by performing data 
cleaning which included removal of incomplete and inaccurate data from the 
dataset. Data preprocessing was done to handle inconsistent data and removing 
errors within the dataset. Dataset cleaning and preprocessing were accomplished 
using scikit-learn. 

3.3. Phase III: Clustering 

K-means algorithm was used for clustering. K-means is one of the most popular 
flat clustering algorithms [34]. K-means assign every data point to one of the K 
clusters, where K is the number of clusters to be formed. A cluster in K-means is 
a sphere with a centroid at its centre of gravity. To form a cluster, K-means mi-
nimizes the average distance of data points from the cluster centre, which is de-
fined as the mean or centroid of the data points in a cluster. The centroid μ of 
the data-points in a cluster ω is computed by Equation (1)  

( ) x

i xεωµ ω
ω

= ∑   [34]                     (1)  

The K-means algorithm typically begins by selecting K random seeds that are 
assumed to represent the centre (centroid) of the K initial clusters. Elbow me-
thod was used to determine the K random seeds. The elbow curve started from 2 
to 4 (see Figure 3); this means two to four cluster can be found in a dataset. Be-
cause we expect to determine two major groups, K = 2 was selected as the initial 
K value. The algorithm then calculates each data point’s distance (or similarity) 
from all the two K points. These distance values assign every data point to one of 
the K clusters. A data point is assigned to a cluster closest to it, or in other 
words, to the cluster whose centroid has the smallest distance from the data 
point out of all such K centroids. Once all data points are assigned to one of the 
K clusters, the centroids of all the K clusters are recomputed. Thereafter, the 
process is iterated with the new centroids as a new cluster centre. This iterative 
process is repeated until no new cluster assignment is done. As a terminating 
criterion, the residual sum of squares (RSS), a squared distance of each data 
point vector and its cluster centroid were summed over all vectors.  
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Figure 3. Elbow method. 

3.4. Phase IV: Clustering Evaluation 

The objective of clustering algorithms is to achieve high intracluster similarity 
(similar data points within a cluster) and low intercluster similarity (dissimilar 
data points from different clusters). This is often viewed as an internal criterion 
of clustering quality. The residual sum of squares (RSS), defined as the squared 
distance of each vector from its centroid summed over all vectors, is a measure 
of this internal criterion that was computed by the Equation (2) below. 

1RSS RSSK
KK =

= ∑  [34]                    (2) 

where 

( )RSS
KK Kx xω µ ω= −∑ 

  

A Good score of RSS (internal criterion) is a good representation of clustering 
quality. However, these good scores do not always turn out to be an accurate and 
effective measure of clustering quality. With a good RSS score, purity was dep-
loyed to evaluate the clustering quality as an alternative. Purity is among the 
popular external criteria for directly evaluating the clustering quality. To com-
pute the purity, each cluster is assigned to the class which is the most frequent 
cluster. Then the accuracy of each assignment is measured by counting the 
number of correctly assigned data points, dividing by the total number of data 
points. Purity was then calculated by evaluating how many data points were as-
signed to the correct class using the formula below:- 
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( ) 1Purity , max j k jKC C
N

ωΩ = ∩∑  [34]           (3) 

where, Ω = {w1, w2 … wk} is the set of clusters and C = {c1, c2 … cj} is the set of 
classes. Here wk denotes the set of data points in the cluster wk, and cj denotes 
the data points in the class cj. Bad clustering has purity close to “0”, and perfect 
clustering has a purity value of “1”. 

3.5. Phase V: Cluster Analysis (Knowledge Discovery) 

Clustering is widely used in a variety of statistical and machine learning applica-
tions. These applications can be roughly divided into two objectives. The first 
objective is identifying homogeneous groups within a dataset, and the second is 
summarizing a dataset into representative points or cluster prototypes [46]. The 
first objective spans a broad range of real-world problems, including the discov-
ery of gene groups with similar functions, identifying communities in social 
networks and so on. In this study, clustering was performed to discover data 
points with similar characteristics. Similarly, the second clustering objective 
covers many essential problems in the current significant data era, including da-
ta summarization and comprehension. This section focuses on the latter purpose 
of understanding, representing a dataset by its patterns.  

For easy knowledge discovery, data points in each cluster were labelled. The 
data points in the first cluster were labelled by “0”, and those in the second clus-
ter were labelled by “1”. MNCH experts rated each data record in a cluster by 
giving a “good quality” score denoted by “1” and “poor quality” score denoted 
by “0”. These labels guided knowledge discovery from each cluster. The new la-
bels were appended to the dataset with column names “Pred” for cluster identi-
fication label and “Expert Judgment”. These two columns, “Pred” and “Expert 
judgment”, have enabled the discovery of the cluster containing data records 
showing high-quality and poor-quality health services. It was found that the first 
cluster, denoted by “0”, contains data records that depict high-quality MNCH 
services, and the second group, denoted by “1”, contains data records that depict 
poor-quality MNCH services. However, few data records belong in the first 
cluster (“0”) but contain data records that depict poor quality. Figure 4 and 
Figure 5 show the dataset head and tail that illustrate the cluster analysis results. 

4. Experiment Results 

The model was applied to maternal, neonatal and child health dataset. The mod-
el grouped the dataset into two clusters as initialized by K = 2. Figures 6(a)-(d) 
present the results of four iterations conducted to obtain clustering results.  

The ability of machine learning to learn and discover patterns and characte-
ristics within the data fed onto them has enabled achievement of study objec-
tives. The study first intended to group the data points into clusters according to 
their similarity and differences. Based on the study objectives; K-means clustering 
yielded best modal for this objective (Figures 6(a)-(b) illustrate that K-means  
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Figure 4. Dataset head.  

 

 
Figure 5. Dataset tail.  
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Figure 6. (a) 1st iteration, (b) 2nd iteration, (c) 3rd iteration and (d) 4th iteration. 

 
algorithm performed well in clustering). Having very similar data points into the 
same group, the study also intended to discover the knowledge about health care 
quality depicted in each cluster. Cluster analysis showed that data records in the 
first cluster denoted by “0” have data records indicating the services provided 
are of good quality. The second cluster denoted by “1” contains data records in-
dicating the services provided were not of good quality (Section 3.4 of this study 
illustrate). The results of the cluster analysis showed that the study has successful 
use machine learning and data from routine health services to assess the quality 
of MNCH services.  

5. Conclusion and Future Work 

This study applied the K-means clustering algorithm to automate the quality as-
sessment process for MNCH services. We found that applying machine learning 
to assess the quality of health services provided to pregnant women and children 
in Tanzania is feasible. This work is not directly comparable to the existing stu-
dies because most of the existing studies assess the quality of MNCH based on 
healthcare structure, process and outcomes using manual and paper-based ap-
proaches and statistical analysis. This study assessed MNCH quality using rou-
tine health data from a national data warehouse. This study’s results support the 
improvement of MNCH services quality and enable the saving of financial and 
human resources that traditional quality assessment approaches would need. As 
future work, it is intended firstly to develop and add new models for other health 
domains. Secondly, to develop a system that will use Google maps imagery to plot 
the data points from the clusters for easy results visualization and interpretation. 
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