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Abstract 
Gesture detection is the primary and most significant step for sign language 
detection and sign language is the communication medium for people with 
speaking and hearing disabilities. This paper presents a novel method for dy-
namic hand gesture detection using Hidden Markov Models (HMMs) where 
we detect different English alphabet letters by tracing hand movements. The 
process involves skin color-based segmentation for hand isolation in video 
frames, followed by morphological operations to enhance image trajectories. 
Our system employs hand tracking and trajectory smoothing techniques, such 
as the Kalman filter, to monitor hand movements and refine gesture paths. 
Quantized sequences are then analyzed using the Baum-Welch Re-estimation 
Algorithm, an HMM-based approach. A maximum likelihood classifier is 
used to identify the most probable letter from the test sequences. Our method 
demonstrates significant improvements over traditional recognition tech-
niques in real-time, automatic hand gesture recognition, particularly in its 
ability to distinguish complex gestures. The experimental results confirm the 
effectiveness of our approach in enhancing gesture-based sign language de-
tection to alleviate the barrier between the deaf and hard-of-hearing commu-
nity and general people. 
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1. Introduction 

Sign language is an important part of communication for people with speaking 
and hearing disabilities. In the modern world, almost every spoken language has 
its own verified sign language which is parallel to the written language. Most 
hearing people do not understand sign language and learning it is not an easy 
process. As a result, there is still an undeniable barrier between the hearing im-
paired and hearing majority. With the improvement of image recognition and 
computer speed, we can easily adopt the translation and make the communication 
easy, convenient, and fast. Gesture detection is the primary and most significant 
step for sign language detection. 

Gestures are a natural and expressive method of communication between 
humans and computers in virtual reality systems. Due to their increased expres-
siveness and freedom of movement, hand gestures are an essential component of 
non-verbal communication between humans and computer systems. Hand ges-
ture recognition has potential applications in multiple fields, including hu-
man-computer interaction (HCI), machine vision, virtual reality, and industrial 
machine control. In recent years, Human-Computer Interaction (HCI) has been 
a crucial area of study due to the growing demand for intuitive and natural inte-
ractions between humans and machines. Hand gesture recognition has emerged 
as one of the most promising HCI methods due to its naturalness, usability, and 
non-invasiveness. Hand gesture recognition enables users to interact with com-
puters by communicating their intentions through hand movements, without 
the need for additional hardware or software. Several applications, such as 
games, virtual reality, augmented reality, and industrial automation, can benefit 
from this way of interacting, which can make the user’s experience much better 
and make these applications more efficient and effective. But accurate hand ges-
ture recognition in real time is hard because of things like lighting, occlusions, 
and the fact that individuals’ hands are different in sizes and shapes. To deal 
with the challenge and overcome it, researchers used various types of machine 
learning approaches. Among them, the Hidden Markov model showed up and 
gained great and considerable attention.  

The Hidden Markov model (HMM) is a statistical model first proposed by 
Baum L. E. that employs a Markov process with unknown and hidden parame-
ters [1]. In recent years, Hidden Markov Models (HMMs) have attracted consi-
derable interest due to their successful applications in speech recognition [2] and 
handwriting recognition [3]. These applications have shown how well HMMs 
can capture the temporal dynamics of sequential data and make it easier to rec-
ognize patterns accurately. Consequently, researchers have begun investigating 
the use of HMMs in spatio-temporal pattern recognition and computer vision 
[4] [5]. Utilizing Baum-Welch and other re-estimation techniques, HMMs can 
estimate model parameters from observation sequences, which is primarily re-
sponsible for their widespread application. To get the most out of HMMs for 
pattern recognition tasks like gesture recognition and computer vision applica-
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tions, there is a growing interest in researching advanced techniques for training 
these models on multiple observation sequences. 

In this work, a hidden Markov model (HMM)-based framework has been im-
plemented for recognizing and detecting hand gestures. 

2. Literature Review 

Recognizing hand gestures is difficult due to the spatial-temporal variability of 
dynamic gestures. We observed various models that have been proposed [5] [6] 
[7] [8] [9] for this work such as Neural Network, Fuzzy Systems, and Hidden 
Markov Models (HMMs) [1] which completely differ from one another. As said 
before HMM received a wide application in handwriting recognition, character 
recognition and gesture recognition compared to other approaches due to their 
ability to model spatial-temporal time series. 

However, there are challenges associated with the use of HMMs in hand ges-
ture recognition. The spatial-temporal variability of dynamic gestures, such as 
differences in velocity, shape, duration, and integration, makes it challenging to 
accurately recognize them. Also, HMM-based methods that use local features 
can be affected by the sampling period and speed, which can lead to false recog-
nition. To get around these problems, researchers have to look at the hand ges-
ture’s whole trajectory shape as well as how it moves at each time point. This will 
enhance recognition accuracy and decrease false recognition.  

We observed some works available that employed HMM for hand gesture 
recognition. 

Xiayan Wang et al. [10] propose a method for the automatic recognition of 
hand gestures using depth data. To recognize hand gestures, the proposed me-
thod combines techniques for feature extraction, feature selection, and classifica-
tion. The extraction of features is based on shape and motion features, whereas a 
genetic algorithm is used to select the most relevant features for feature selec-
tion. Using a k-nearest neighbor (KNN) classifier, the classification is carried 
out. Nianjan Liu et al. [11] propose a method for offline recognition of cursive 
handwriting based on the recognition of discrete characters. In the proposed 
approach, the cursive script is broken up into discrete characters, and then a 
classifier is used to recognize each character on its own. 

An automatic speaker recognition method based on discrete wavelet trans-
form (DWT) and support vector machine (SVM) is presented by Shengluan 
Huang et al. [12]. The proposed method first uses discrete wavelet transform 
(DWT) to extract features from speech signals before moving on to support 
vector machines (SVM) for voice classification. The proposed method was tested 
with a collection of speech signals, and the outcomes demonstrate its ability to 
provide accurate recognition. When compared to other state-of-the-art methods, 
the proposed method is found to be more accurate at recognizing the input. 

Nianjun Liu et al. [13] examine various training algorithms for Hidden Mar-
kov Models (HMMs) employed in letter based hand gesture recognition. The 
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purpose of this paper is to evaluate the performance of various HMM training 
algorithms in terms of recognition precision and computational efficiency. The 
study evaluates the performance of HMMs trained with two different algo-
rithms, Baum-Welch and Viterbi using a dataset of letter hand gestures per-
formed by various users. Different metrics, like precision, recall, and F1 score, 
are used to measure how well HMMs can recognize things. The study found 
that, when comparing the both algorithms, the Baum-Welch algorithm provided 
the highest recognition accuracy. However, the Viterbi algorithm is the most ef-
ficient in terms of computation. Additionally, the paper discusses the impact of 
various parameters, such as the number of hidden states and the size of the train-
ing dataset, on the performance of HMMs. Numerous studies have showcased the 
application of this methodology, and recent scientific advancements further un-
derscore enhancements in our research [14]-[23].  

3. Methodology 
3.1. Dynamic Hand Gesture 

In the realm of gesture recognition, a dynamic hand gesture embodies a spa-
tio-temporal pattern characterized by four principal attributes: velocity, confi-
guration, spatial positioning, and directional orientation. The kinematics of a 
hand gesture is expressible as a chronological array of spatial coordinates, cen-
tered around the centroid of the hand of the executing individual. This study 
chooses to abstract away from the morphological aspects of the hand, focusing 
instead on the locational dynamics of the gesture. Each instance of a dynamic 
hand gesture is thus distilled into a temporal series, defined as: 

( ) ( ),  ,  1, 2, ,t t tP x y t T= =   

Here, T denotes the path length of the gesture, a parameter subject to varia-
tion across different gesture examples. In essence, such a gesture can be concep-
tualized as a sequential mapping from temporal progression to spatial coordi-
nates. Figure 1 elucidates an instance of a dynamic hand gesture, illustrating its 
temporal unfolding and spatial projection onto a two-dimensional plane. Figure 
1 shows these graphs demonstrate the hand gesture path using a parametric 
model, with visual elements to aid in understanding the sequence of the move-
ment. 

3.2. Implementation Procedure 

For the work hand gesture was recorded in a video stream. This recorded video 
is composed in multiple frames. Further skin color segmentation was done. 
Further to smooth the image and remove noise morphological operation carried 
out as a part preprocessing. After this image moments were calculated to find 
the hand is centroid in each frame. For each movement (35) or trajectory orien-
tation was calculated which was quantized later on. Our system flow chart can be 
observed from Figure 2 & Figure 3. 
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Figure 1. 3D plot of dynamic hand gesture path. 

 

 
Figure 2. System flowchart. 
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Figure 3. Morphological analysis. 

 
Further Kalman filter was employed to track hand and trajectory smoothing. 

The Kalman filtering algorithm is made to figure out where an object is most 
likely to be in the current frame based on where it was in the previous frame. It 
accomplishes this by searching the neighboring area of the predicted target loca-
tion. If the search area contains a target, the algorithm advances to the next 
frame for processing. The Kalman filter’s prediction and update features are key 
to its effective functioning. Input video divided into 35 individual frames. Kal-
man filter applied on a full set of frame Kalman filter processed it and returned 
Observation Matrix Transition Matrix Emission Matrix. This values further used 
for Baum-Welch re-estimation process. 

Quantization or vector quantization is typically employed for compressing 
audio (voice) and image data. However, it also has voice recognition and pattern 
recognition applications. Quantization was utilized to reduce the collection of 
continuous features to a single discrete representation in this study. This is a 
useful representation for discrete HMM. After smoothing the data, the orienta-
tion between consecutive points was calculated using an angle range of 0 to 360 
degrees. This 360 degree range was divided by 20 quantizations and we obtained 
18 different directional quantized data. 

3.3. HMM Application 

We define a gesture letter as a sequence of directional angles which are the ob-
servation symbols. Each letter is mapped to one hidden Markov model. We 
adopted the traditional Baum-Welch [1] to train the Hidden Markov Models 
over a range of model structures. To do that we defined Number of States, Ob-
servation Matrix, Transmission Probability Matrix, Emission Matrix which were 
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Fed to the data Baum-welch Re Estimation formulae. Determine Forward prob-
ability from observation sequence, start probability, Transition probably. De-
termine Backward probability from observation sequence, num of state, Transi-
tion probably, Emission matrix. The Baum-welch Re Estimation formulae can be 
observed from below- 

( )( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( ) ( )
( ) ( ) ( )

1 1 1

1

1

t j

k kT k
k k t i ij j t t

ij kT k
k k t i t

kk
k k t tO k v

ij kT k
k k t i t

W k a a b O j
a

W k a i i

W i i
b

W k i i

+ +

=

Σ Σ
=

Σ Σ

Σ Σ
=

Σ Σ





β

β

α β

α β

 

Further maximum likelihood was calculated to predict the alphabet. Maxi-
mum Likelihood classifier consists of a log likelihood method which takes the 
input class means and class covariance. From which we predict the alphabet. We 
can obtain it from the following equation. 

( ) ( )
1

1ˆ ; ln
n

i
i

x f x
n =

= ∑ θ θ  

4. Results and Discussions 

In the context of advancing human-computer interaction (HCI) methodologies, 
our research introduces a specialized interface centered on hand gesture recog-
nition. This interface integrates seamlessly with standard webcams affixed to 
personal computers, which are instrumental in real-time acquisition of hand 
gesture imagery. Optimal performance of these webcams is contingent upon two 
critical specifications: a minimum frame rate of 25 frames per second and a cap-
ture resolution threshold of 640 × 480 pixels. The system is primarily designed 
for indoor environments, characterized by consistent background settings and 
stable lighting conditions. 

The interface’s recognition capabilities encompass an array of hand gestures, 
involving diverse poses and movements. We have programmed the system to 
recognize and accurately track seven distinct hand gestures, which include: 

1) Tracing three consecutive circles in a horizontal sequence via aerial hand 
movements. 

2) Simulating the action of drawing a question mark in the air with one’s 
hand. 

3) Drawing three sequential circles vertically through air-bound hand ma-
neuvers. 

4) Elevating the hand in a straight vertical trajectory. 
5) Conducting a left-to-right hand waving motion. 
6) Executing a right-to-left hand waving sequence. 
7) Forming an exclamation mark in the air using hand gestures. 
For the quantification of local orientational features, we have empirically cho-

sen 18 as the optimal number of codewords.  
In this study, the optimal number of states for each gesture within the Hidden 
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Markov Model (HMM) was empirically determined through experimental anal-
ysis. Specifically, it was observed that for gestures “I” and “R”, increasing the 
state count beyond 12 did not significantly improve recognition accuracy. For 
the remaining gestures “P”, “S”, and “Z”, setting the state count to 10 was found 
to be optimal. Hence, this configuration of states was applied in all further expe-
riments. 

Our research involved a comprehensive collection of gesture trajectory sam-
ples. Over 900 samples for each gesture type were acquired from five individuals, 
forming the dataset for the training phase. In the validation phase, more than 340 
samples for each gesture were obtained from a different group of eight partici-
pants. These results are systematically presented in Table 1 and Figure 4 shows 
the accuracy comparison between our and traditional methods. It can be seen that 
the proposed method can greatly improve the recognition process. 

The analysis of this data highlighted a marked improvement in the recogni-
tion of complex gestures, particularly “I” and “R”. The challenge in differentiat-
ing between these two gestures stemmed from their temporal similarities when 
analyzed using only local features. However, the algorithm we developed effec-
tively addresses this issue, demonstrating a high degree of accuracy in distin-
guishing between gestures that exhibit closely related temporal patterns. For ac-
tual recognition examples we can observe Figures 4-8 where we showed the 
original image and morphological image after recognition. 

 
Table 1. Hand gesture recognition results. 

Gestures Test sets’ numbers Our method (%) Traditional method (%) 

I 340 94 93 

P 460 92 90 

R 430 87 87 

S 454 88 87 

Z 439 91 90 

 

 
Figure 4. I gesture recognition and morphological image. 
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Figure 5. P gesture recognition and morphological image. 

 

 
Figure 6. R gesture recognition and morphological image. 

 

 
Figure 7. S gesture recognition and morphological image. 

 

 
Figure 8. Z gesture recognition and morphological image. 
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5. Conclusion 

This study presents a breakthrough in hand gesture recognition for sign language 
detection, employing Hidden Markov Models (HMMs) to accurately interpret hand 
movements. Utilizing standard webcams, our system effectively captures and 
processes hand gestures corresponding to five English alphabet letters (“I”, “P”, “R”, 
“S”, “Z”). Key to our methodology is the optimized use of states within the HMM, 
tailored specifically for each gesture, which significantly enhances recognition ac-
curacy. Our comprehensive dataset, with over 900 training samples and 340 valida-
tion samples, demonstrates the system’s robustness. A notable achievement is the 
system’s ability to discern between gestures with similar temporal features, particu-
larly the “I” and “R” gestures, a task that posed a significant challenge when relying 
solely on local features. The integration of skin color-based segmentation, morpho-
logical operations, and advanced hand tracking technologies, such as the Kalman 
filter, addresses common issues in gesture recognition like variable lighting condi-
tions, occlusions, and individual hand differences. The application of the 
Baum-Welch Re-estimation Algorithm within the HMM framework, coupled with 
a maximum likelihood classifier, has proven critical in the system’s ability to dis-
tinguish complex hand gestures in real-time. Our results, as outlined in Table 1 and 
accompanying figures, not only confirm the effectiveness of our method but also 
establish its superiority over traditional hand recognition approaches. This ad-
vancement has significant implications for enhancing interactive experiences across 
various applications, from virtual reality to industrial automation along with sign 
language detection. 

6. Future Work 

Future work could focus on expanding the system’s application in more diverse 
and challenging environments, further cementing its utility in next-generation 
HCI systems to employ it in sign language detection. In particular, our future 
plan is to utilize this gesture recognition-based system to detect regional sign 
language specially for our own Bengali sign language. 
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