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Abstract 
Functional connectivity networks (FCNs) are important in the diagnosis of 
neurological diseases and the understanding of brain tissue patterns. Recent-
ly, many methods, such as Pearson’s correlation (PC), Sparse representation 
(SR), and Sparse low-rank representation have been proposed to estimate 
FCNs. Despite their popularity, they only capture the low-order connections 
of the brain regions, failing to encode more complex relationships (i.e., 
high-order relationships). Although researchers have proposed high-order 
methods, like PC + PC and SR + SR, aiming to build FCNs that can reflect 
more real state of the brain. However, such methods only consider the rela-
tionships between brain regions during the FCN construction process, neg-
lecting the potential shared topological structure information between FCNs 
of different subjects. In addition, the low-order relationships are always neg-
lected during the construction of high-order FCNs. To address these issues, 
in this paper we proposed a novel method, namely Ho-FCNTops, towards es-
timating high-order FCNs based on brain topological structure. Specifically, 
inspired by the Group-constrained sparse representation (GSR), we first in-
troduced a prior assumption that all subjects share the same topological 
structure in the construction of the low-order FCNs. Subsequently, we em-
ployed the Correlation-reserved embedding (COPE) to eliminate noise and 
redundancy from the low-order FCNs. Meanwhile, we retained the original 
low-order relationships during the embedding process to obtain new node 
representations. Finally, we utilized the SR method on the obtained new node 
representations to construct the Ho-FCNTops required for disease identifica-
tion. To validate the effectiveness of the proposed method, experiments were 
conducted on 137 subjects from the Alzheimer’s Disease Neuroimaging Initi-
ative (ADNI) database to identify Mild Cognitive Impairment (MCI) patients 
from the normal controls. The experimental results demonstrate superior 
performance compared to baseline methods. 
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1. Introduction 

Resting state functional magnetic resonance imaging (rs-fMRI) is an imaging 
technique used to study brain function by measuring the level of neural activity 
in the resting state. It employs magnetic resonance imaging to observe changes 
in the blood oxygen level-dependent (BOLD) signal, revealing patterns of syn-
chronization and connectivity between different brain regions. In the field of 
medicine, rs-fMRI finds extensive applications such as researching brain net-
works, neuropsychiatric disorders, individual differences, and assessing brain 
injuries. It holds significant clinical and research value in understanding brain 
diseases and the working mechanisms of the brain [1] [2]. 

Functional connectivity networks (FCNs) refer to networks formed by the in-
terconnections between different regions of interest (ROIs) within the brain. 
These connections represent interactions and information transfer between dif-
ferent ROIs. FCNs based on rs-fMRI can help enhance our understanding of 
brain function and have been widely used in the research of various neuropsy-
chiatric disorders, such as major depressive disorder [3] [4], attention-deficit/ 
hyperactivity disorder [5], depression [6], Alzheimer’s disease [7] [8], and more. 

Up to now, researchers have proposed various effective methods for estimat-
ing FCNs, including Pearson correlation (PC) [9], sparse low-rank representa-
tion, group sparsity representation (GSR) [10], and higher-order correlations. 
Among them, PC is the most widely applied and effective method for FCN esti-
mation [11]. It has advantages such as simplicity, intuitiveness, ease of computa-
tion, and understanding, making it particularly suitable for initial analysis of 
FCNs. However, when dealing with complex, nonlinear connectivity relation-
ships, researchers may need to consider using more advanced methods to com-
prehensively estimate FCNs. PC does not fully account for confounding effects 
introduced by other ROIs, leading to the emergence of more reliable partial cor-
relation estimation methods. These methods address the confounding effects 
through regression. Meanwhile, this introduces new challenges, as partial corre-
lation methods require the computation of the inverse covariance matrix. Par-
ticularly in cases with numerous sample feature dimensions and a small number 
of subject samples, this process may face ill-conditioning issues. To ensure the 
reliability of the model, researchers have further introduced regularization tech-
niques on top of partial correlation, resulting in sparse representation (SR) [12] 
and sparse inverse covariance estimation (SICE) [13], among other FCN estima-
tion methods. 

Although the mentioned methods provide a comprehensive estimation of 
FCNs, from another perspective, these methods sequentially estimate FCNs for 
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individual subjects. This leads to the oversight of the similarity in brain topology 
among different subjects. Consequently, it fails to fully capture all the informa-
tion contained in the BOLD signals, potentially impacting subsequent classifica-
tion performance. To address this limitation, Wee et al. proposed incorporating 
the 2,1L -norm regularization term into the FCN estimation model [10]. This in-
troduces similarity in the topology and sparsity characteristics among different 
subjects. In addition, these methods only estimate low-order relationships be-
tween different ROIs, failing to capture higher-order interactions between ROIs. 
Researchers have introduced methods capable of extracting higher-order infor-
mation for FCN estimation. For instance, Zhang et al. proposed a method for 
constructing high-order FCNs through dual correlation [14]. Wang et al. intro-
duced a sparse learning-based method for constructing high-order dynamic 
FCNs, extracting high-order temporal features for brain disease classification [15]. 
Zhao et al. presented a clustering-based multi-view high-order FCN (Ho-FCN) 
framework for the diagnosis of Autism Spectrum Disorder (ASD) [16]. It’s 
worth noting that some studies suggest that increasing the number of correlation 
operations may not necessarily enhance the discriminative power of the esti-
mated FCNs. Therefore, the focus of this research primarily revolves around 
performing only two correlation operations for FCN estimation [17]. 

To address the aforementioned issues, we propose a novel method for esti-
mating FCNs. Given our intention to incorporate potential shared topological 
structures among subjects during the estimation of FCNs, we initially employ 
the GSR method to perform a preliminary estimation of FCNs using BOLD sig-
nals, resulting in primary FCNs. This stage ensures that all subjects exhibit simi-
larity and sparsity in the topological structure of brain networks. Although the 
preliminary estimated FCNs can be directly utilized for disease identification, 
they still contain low-order relationships from original node features and some 
potential noise. Therefore, we further process them by re-encoding low-order 
FCNs using Correlation-Preserving Embedding (COPE) [18]. This step aims to 
eliminate noise in low-order FCNs while preserving useful low-order relation-
ships, yielding new node representations. Ultimately, we aim to maintain sparsi-
ty in the new node representations obtained through Correlation-Preserving 
Embedding. Consequently, we utilize sparse representation methods to derive 
the final high-order FCNs based on brain topological structure for disease classi-
fication, naming it Ho-FCNTops. Compared with existing methods for estimating 
FCNs, the proposed method has the following characteristics: 

1) Proposal of a new FCN estimation method. The FCNs we estimate not only 
integrates low-order and high-order information to make it more comprehen-
sive but also incorporates potential shared topological information in the brain, 
allowing the obtained FCNs to more accurately reflect the true state of the brain. 

2) To validate the effectiveness of the proposed method, we conducted classi-
fication experiments on the ADNI dataset. The experimental results demonstrate 
outstanding performance of the proposed method.  

The remaining sections of this paper are organized as follows. The Section 2 
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begins with an introduction to preprocessed data and a comprehensive review of 
the most pertinent studies. Subsequently, we propose a novel approach for esti-
mating FCN, encompassing its mathematical model and algorithm. In Section 3, 
we describe the experimental setup and report the experimental results. In Sec-
tion 4, we discuss these findings. Finally, in Section 5, we conclude this paper. 

2. Materials and Methods 
2.1. Data Preprocessing 

The experiments in this chapter are based on the ADNI dataset, which includes 
137 subjects, comprising 69 normal controls (NCs) and 68 individuals with Mild 
Cognitive Impairment (MCIs). The scanning parameters are as follows: the 
in-plane image resolution is 2.29 to 3.31 mm; slice thickness = 3.31 mm; echo 
time (TE) = 30 ms; repetition time (TR) is 2.2 to 3.1 s; each subject’s scanning 
duration is 7 minutes (with a total of 140 volumes). Demographic information 
about the subjects can be found in Table 1, where the values represent means 
and standard deviations. M/F indicates male/female; MMSE stands for the 
Mini-Mental State Examination. 

Subsequently, the subjects involved in this chapter were processed using the 
standard pipeline of the DPARSF (Data Processing Assistant for Resting-State 
fMRI) toolbox for rs-fMRI. The specific steps included: 1) removing the first 
three volumes from the fMRI time series of each subject to ensure signal stability; 
2) performing motion correction on the remaining time series to achieve consis-
tent slice acquisition time and mitigate the impact of head motion; specifically, 
subjects with frame-wise displacement (FD) greater than 0.5 mm for more than 
2.5 minutes were excluded; 3) implementing nuisance regression to reduce the 
influence of ventricular and white matter signals. Subsequently, 4) the motion- 
corrected images were registered to the Montreal Neurological Institute (MNI) 
space, and a band-pass filter (0.015 Hz to 0.150 Hz) was applied to remove low- 
frequency and high-frequency noise. A spatial smoothing process with a 4 mm 
full-width at half-maximum (FWHM) Gaussian kernel was also applied. It is 
important to note that scrubbing was not performed in this chapter’s experi-
ments to avoid introducing additional artifacts. Finally, 5) using the Automated 
Anatomical Labeling (AAL) template, the fMRI scans’ brain space was parcel-
lated into 116 predefined ROIs through a deformable registration method, and 
the BOLD signals within the gray matter were extracted to calculate the average 
time series for each ROI. 

 
Table 1. Demographic and clinical information of subjects in the ADNI datasets. Values 
are reported as mean ± standard deviation. M/F, male/female; MMSE, mini-mental ex-
amination. 

Dataset Class Gender (M/F) Age (years) MMSE 

ADNI 
MCI 39/29 76.50 ± 13.50 26.77 ± 1.23 

NC 17/52 71.50 ± 14.50 28.82 ± 1.15 
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2.2. Baseline Methods for FCN Construction 
2.2.1. Pearson’s Correlation 
As mentioned previously, PC, outlined in [19], stands as the simplest and widely 
adopted technique for constructing FCNs. In this approach, the correlation be-
tween distinct brain regions is established by computing Pearson’s correlation 
coefficients based on the BOLD signals from two ROIs. 

In PC-based FCNs, the edge weight ijw  between two ROIs is defined as fol-
lows: 

( ) ( )

( ) ( ) ( ) ( )

T

TT

i i i i
ij

i i i i j j j j

x x x x
w

x x x x x x x x

− −
=

− − − −
             (1) 

where T
ix R∈  ( )1,2, ,i M=   is the BOLD signal of the ith ROI. T is length of 

the time series and M is numbers of ROI. 
Without loss of generality, we redefine ( ) ( ) ( )T

i i i i i i ix x x x x x x= − − − . 
Then, Equation (1) can be simplified as T

ij i jw x x= , which corresponds to the 
optimal solution of the following model: 

2

,
min 

ij

M

i ij jw i j
x w x−∑                      (2) 

Equation (2) can be further expressed in matrix form, whose form is: 
2Tmin ,
FW

W X X−                       (3) 

where [ ]1 2, , , T M
MX x x x R ×= ∈  is the BOLD signals matrix. Here,  

( ) M M
ijW w R ×= ∈  is the FCN estimated using PC, and 

F⋅  represents the 
Frobenius-norm of a matrix. 

2.2.2. Sparse Representation 
Different from PC, which measures the full correlation, partial correlation esti-
mates the functional connectivity between a pair of ROIs while considering the 
effects from other ROIs [20]. However, vanilla partial correlation is typically 
performed by calculating the inverse covariance matrix, which may result in 
ill-conditioned problems. To address this issue, regularization terms are intro-
duced into the partial correlation model to obtain a more robust and reliable 
FCN. For example, SR encodes the sparsity of the FCN by introducing an 1L
-norm regularization term [21]. The model is defined as follows: 

2

1
min  

s.t.  0,  1,2, ,

ij

M

i ij j ijw i j i j i

ii

x w x w

w i M

λ
= ≠ ≠

 
 − +
 
 
= ∀ =

∑ ∑ ∑



               (4) 

where λ  is the regularization parameter that controls the sparsity of the brain 
network W. 

The expression provided in Equation (4) can be reformulated in the following 
matrix form: 

2

1min 

s.t. 0,  1,2, ,
FW

ii

X XW W

w i M

λ− +

= ∀ = 

                  (5) 
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where 
1⋅  denotes the 1L -norm of a matrix for modeling sparsity prior into 

the constructed FCN. It is important to note that the constraint 0iiw =  ensures 
that the diagonal elements of W are entirely zeros, preventing degenerate solu-
tions. 

2.2.3. High-Order FCN Estimation Methods 
As mentioned earlier, researchers have proposed various high-order FCN esti-
mation methods [22] [23]. However, in our study, we chose to review only func-
tional connectivity estimation methods focusing on second-order correlations 
(i.e., correlation’s correlation). Studies indicate that estimation methods based 
on second-order correlations are often simple yet effective [17]. Taking the ex-
ample of the high-order PC method, it initially utilizes the PC method to calcu-
late the Pearson correlation coefficient ijk  for the BOLD signals corresponding 
to each ROI pair, thus forming low-order FCNs. Subsequently, for the obtained 
low-order FCNs, the Pearson correlation coefficients IJK  for rows and col-
umns are calculated in the same manner, ultimately creating high-order FCNs 
required for disease identification. The implementation steps of other high-order 
FCN estimation methods (such as SR + SR) are similar to those of the high-order 
PC method. 

2.3. FCN Estimation via Ho-FCNTops 

As previously mentioned, researchers have developed various methods for es-
timating FCNs, including some that can only simulate low-order relationships 
between ROIs, such as PC and SR, as well as some high-order FCNs construc-
tion methods like SR + SR and Ho-FCNCOPE. However, these methods have 
certain limitations. In light of this, our research motivation has two main as-
pects: 1) to integrate low-order and high-order information between ROIs, 
fully harnessing the advantages of high-order FCNs, enhancing the quality of 
FCN estimation, and making it more conducive to subsequent disease recogni-
tion tasks; 2) some common FCN estimation methods only utilize spatial rela-
tionships between ROIs, overlooking the potential shared topological structure 
among subjects. To address this issue, we propose a high-order FCN estimation 
method based on brain topological structure. The specific model is shown in 
Figure 1. The specifics of the motivation for fusing brain topologies are shown 
in Figure 2. 
 

 

Figure 1. The pipeline of building Ho-FCNTops. 
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Figure 2. Elucidate our motives. We depicted three distinct car-
toon faces, each corresponding to a subject’s FCN. (a) The topo-
logical structure is not included. Despite the shared characteris-
tics of the cartoon faces, there are evident variations in facial to-
pological structures among different subjects. (b) FCNs are con-
structed based on a common topology. Different subjects share 
the same topology, resulting in similar face topologies and facial 
features. 

 
Compared to the basic low-order FCN construction methods described earlier, 

high-order FCN construction methods can consider deeper interactions between 
ROIs, thereby extracting more information useful for recognition tasks. Howev-
er, such methods overlook the potential topological structure among subjects. 
Based on this, our proposed high-order FCN estimation method, which inte-
grates brain topological structure, comprises three main steps. Firstly, we replace 
the commonly used SR method in high-order FCN construction with the GSR 
method for the preliminary estimation of low-order FCN between different ROIs. 
In contrast to SR methods, GSR introduces a group-level prior, assuming that all 
subjects share the same topological structure. This process relies on the intro-
duction of the 2,1L -norm, a constraint that integrates the shared topological 
structure into the FCN construction process, ensuring that the estimated FCN 
has a certain degree of sparsity [10] [24]. Calculating the low-order FCN using 
the GSR is represented as ( )ij p p

H h
×

= , as shown in Equation (6). 
2

1 2,121

1min  
2i

N
n n n
i i i iH n

x X h Hλ−
=

 − + 
 

∑                 (6) 

where N is the number of subjects, p is the number of ROIs and n
ix  is the 

BOLD signal time series of the ith ROI of the nth subject. Besides, n
ih  is the 

weight vector that denotes the effect of other ROIs to the ith ROI for the nth 
subject, and iH  is the corresponding weight matrix composed of the ith ROI of 
all N subjects. The notation 2,1⋅  is the 2,1L -norm. 

As mentioned earlier, current high-order estimation methods involve directly 
applying second-order correlation representations to the adjacency matrix of 
low-order FCN. This approach has drawbacks, as it not only introduces noise 
from the low-order FCN into the estimation process of the high-order FCN, af-
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fecting the quality of the high-order FCN estimation, but also fails to determine 
whether the low-order relationships among valuable ROIs in the low-order FCN 
are fully preserved during the high-order FCN estimation process. Following Su 
et al.’s research [18], we employ COPE to re-encode the low-order FCN, ensur-
ing the elimination of noise information in H while retaining the original 
low-order spatial relationships among ROIs in H. Specifically, the implementa-
tion of COPE involves re-encoding the obtained H. This is achieved by mini-
mizing the following objective function to generate a new node representation 

[ ]1 2, , , m p
PE e e e R ×= ∈ , with the detailed objective function outlined in Equa-

tion (7). 

( )
2

1 1

p p

i ij j
i j

E e h e
= =

Ψ = −∑ ∑                      (7) 

where ie  is the new node representation for node i in the low-dimensional 
embedding space, and ijh  represents the edge weights of the previously esti-
mated low-order brain functional network in the preceding step. In Equation (7), 
the weights ijh  in the low-order brain functional network serve as the encoding 
of the low-order information required for the high-order FCN. Therefore, to 
ensure the effective preservation of low-order information, it is only necessary to 
find a suitable embedding space through COPE. We can apply mathematical 
knowledge to simplify Equation (7) into the matrix form of Equation (8) and 
impose constraints on ( )Ttr EE p=  to avoid the occurrence of trivial solutions. 

( )

( )( )( )

2

1

T T

p

i i
i

E EI EH

tr E I H I H E
=

Ψ =

= − −

∑
                 (8) 

Thus, we obtain the following COPE model, where ( )( )TL I H I H= − − :  

( )
( )

T

T

min 

s.t. 
W

tr ELE

tr EE p=
                       (9) 

Ultimately, we can transform Equation (9) using the Lagrange multiplier me-
thod and then complete the optimization to find the optimal values. The solu-
tion, when expressed in matrix form, is shown in Equation (10): 

2
2 1min 

s.t. 0,  1,2, ,
FW

ii

E EW W

w i p

λ− +

= ∀ = 

                 (10) 

where 2λ  is a regularization parameter, used to control the balance between the 
two terms in the objective function, and ijw  represents the high-order correlation 
coefficient between the i-th and j-th ROIs in the finally obtained Ho-FCNTops. 

3. Experiments and Results 
3.1. Experimental Setting 
3.1.1. Hyper-Parameters of FCN Estimates 
In our experiments, we selected two classic methods, PC and SR, as baselines for 
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estimating FCN. Additionally, we adopted three high-order FCN estimation 
methods based on correlation, including the latest research advancements: SR + 
SR, GSR + SR, and Ho-FCNCOPE [18]. These methods, except for PC, all involve 
one or more hyper-parameters. To ensure fairness, we configured different spar-
sity combinations for the PC method, choosing candidate parameters from 11 
threshold values in the range [1%, 9%,  , 89%, 99%]. Each parameter re- 
presents the percentage of weak connections to be discarded. For the hyper- 
parameters 1λ  and 2λ  of the other four baseline methods, we constrained 
their range to [2−10, 2−9,  , 2−1, 20] to ensure optimal performance and con-
sistency with state-of-the-art methods. Simultaneously, we will select hyper- 
parameters from the range [2−6, 2−5,  , 2−1, 20] for our proposed method to en-
sure its robust classification performance. 

3.1.2. Feature Selection and Classification 
As we are aware, the field of medical imaging commonly grapples with the chal-
lenge of limited data samples, and our research is similarly affected by this issue. 
Our dataset comprises 137 subjects, and to validate the effectiveness of the pro-
posed method, we employ a leave-one-out cross-validation (LOOCV) strategy. 
Specifically, from the pool of 137 subjects, we initially select one sample as the 
test set, with the remaining 136 serving as the training set. Simultaneously, these 
136 subjects undergo internal LOO training and testing iterations. This process 
repeats iteratively until each experimental sample has completed one testing 
cycle. Refer to Figure 3 for the detailed selection of optimal parameter pipelines 
through leave-one-method cross-validation 

After completing the estimation of FCNs for all subjects, the next step is to 
perform disease identification and classification based on the obtained FCNs. 
For the subject sample used in this study, each subject has 116 ROIs, corres-
ponding to a total of ( )116 116 1 13340× − =  features when calculating the corre-
lations between these ROIs. Since the estimated FCNs are symmetric, we only  
need to consider the upper triangular matrix elements of the FCNs as input fea-

tures for the classifier, resulting in a final feature count of ( )116 116 1
6670

2
× −

= . 

 

 

Figure 3. Selection of the optimal parameter pipeline via leave-one-out cross-validation. 
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It is essential to note that the number of subjects in the dataset we utilized is 
only 137, significantly smaller than the number of features. This situation often 
leads to the curse of dimensionality, potentially affecting subsequent classifica-
tion performance. Although researchers have proposed various feature selection 
methods to address this issue, our primary objective is to evaluate the effective-
ness of the proposed FCNs estimation method in disease identification [25] [26]. 
Therefore, in this study, we employed a simple and effective t-test method for 
feature selection, with a fixed p = 0.01 based on empirical considerations. To 
identify subjects with MCI from the NCs, we opted for the widely-used Support 
Vector Machine (SVM) classifier. Research indicates that SVM exhibits excellent 
performance in this context, with default parameters set at C = 1 [27] [28]. 

3.1.3. Performance Evaluation Metrics 
To comprehensively assess the performance of our proposed method in terms of 
classification, we selected eight metrics for comparative evaluation. This aims to 
quantify the improvements of our method relative to the control method. The 
metrics include accuracy (ACC), specificity (SPE), sensitivity (SEN), F1-score, 
balanced accuracy (BAC), positive predictive value (PPV) and negative predic-
tive value (NPV). The mathematical definitions of these metrics are as follows: 

TP TNACC
TP TN FP FN

+
=

+ + +
                   (11) 

TPSEN
TP FN

=
+

                        (12) 

TNSPE
TN FP

=
+

                        (13) 

SEN SPEBAC
2
+

=                       (14) 

TPPPV
TP FP

=
+

                       (15) 

TNNPV
TN FN

=
+

                      (16) 

1
2TPF -score

2TP FN FP
=

+ +
                    (17) 

Please note that in this study, subjects with MCI are considered positive class, 
while NC samples are considered negative class. In which, TP, TN, FP, FN re-
spectively represent true positive, true negative, false positive, and false negative.  

3.2. Results of MCI Identification 

In Table 2, we present the performance of the proposed method Ho-FCNTops 
and five other baseline methods in the MCI recognition task. The experimental 
results indicate that the Ho-FCNTops method outperforms the baseline methods 
on three major metrics, with primary performance indicators being ACC = 
0.8905, SEN = 0.8824, and SPE = 0.8986 at p = 0.01. Furthermore, our method 
exhibits superior performance across other performance metrics. Overall, in the  
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Table 2. The classification performance of six methods, including Pearson’s correlation 
(PC), Sparse Representation (SR), and high-order methods (i.e., SR + SR, GSR + SR, the 
Ho-FCN constructed based on COPE (Ho-FCNCOPE), and the Ho-FCN constructed based 
on topological structure (Ho-FCNTops) on ADNI dataset. Seven quantitative metrics, in-
cluding accuracy (ACC), specificity (SPE), sensitivity (SEN), F1-score (F1), balanced ac-
curacy (BAC), positive predictive value (PPV), and negative predictive value (NPV) are 
used to evaluate the performance of these methods. 

Method ACC SEN SPE F1 BAC PPV NPV 

PC 0.8540 0.8676 0.8406 0.8551 0.8541 0.8429 0.8657 

SR 0.8248 0.8088 0.8406 0.8209 0.8247 0.8333 0.8169 

SR + SR 0.7372 0.7059 0.7681 0.7273 0.7370 0.7500 0.7260 

GSR + SR 0.6642 0.5000 0.8261 0.5965 0.6630 0.7391 0.6264 

Ho-FCNCOPE [18] 0.8248 0.8088 0.8406 0.8209 0.8247 0.8333 0.8169 

Ho-FCNTops 0.8905 0.8824 0.8986 0.8889 0.8905 0.8955 0.8857 

 
MCI recognition task, the proposed method in this paper demonstrates better 
classification performance. 

The conclusions drawn from Table 2 suggest that integrating topological 
structure into the estimation process of FCNs contributes to improving classifi-
cation performance in disease recognition tasks. In the next section, we will 
delve into a detailed discussion of various factors and their impact on the final 
classification performance. 

4. Discussion 
4.1. Sensitivity to Embedding Dimension 

The embedding dimension plays a crucial role in achieving outstanding classifi-
cation performance. Therefore, in this section, to assess the impact of the em-
bedding dimension on classification performance, we will explore the effects of 
different embedding dimensions on the estimation of FCNs and classification 
performance. Here, the embedding dimension m takes values from [40, 50,  , 
110], encompassing a total of 8 dimensions. As evident from Figure 4, the clas-
sification performance is highly sensitive to changes in the embedding dimen-
sion m, indicating that different embedding dimensions have varying effects on 
classification performance, as clearly observed in Figure 4. 

Furthermore, we observed a trend in the classification performance during the 
transition from higher to lower embedding dimensions, showing an initial in-
crease followed by a subsequent decrease. When m = 80, the classification per-
formance reached its peak, leading in ACC, SEN, and SPE metrics compared to 
other embedding dimensions. However, for m < 80, the classification metrics 
exhibited varying degrees of decline. This might be attributed to excessive re-
duction in dimensionality, potentially resulting in a significant loss of useful in-
formation for classification, thereby affecting subsequent FCNs estimation and 
classification. Consequently, in the subsequent discussions, we will focus on the 
case where m = 80. 
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Figure 4. Evaluate the impact of embedding dimensions on classification performance. We chose to use the following disaggre-
gated measures for assessment: (a) ACC, (b) SEN and (c) SPE. To provide a clearer depiction of the influence of embedding di-
mensions on classification performance, we conducted an averaging operation on the classification metrics under different em-
bedding dimensions and presented the results for better visualization. 

4.2. Sensitivity to Network Modelling Parameters 

In practical classification tasks, the ultimate classification accuracy is influenced 
by various factors, with model parameters being a key factor, a viewpoint vali-
dated by many researchers [29] [30]. To investigate the impact of model hy-
per-parameters on the final classification performance, we present in Figure 5 
the classification performance under different parameter combinations for a more 
intuitive understanding and discussion of the results. In Figure 5, we observe 
that the optimal accuracy is achieved when 80m = , 1

1 2λ −= , and 5
2 2λ −= , 

with ACC = 0.9343. Please note that the accuracy shown in Figure 5 is based on 
the LOO strategy. Additionally, we find that as the value of hyper-parameter 1λ  
approaches 20, the corresponding classification performance shows an upward 
trend. This may be attributed to the increase in 1λ  enhancing the 2,1L -norm 
constraint, thereby strengthening the constraint on the potential shared topo-
logical structure, contributing to improved classification performance to some 
extent. 

Moreover, for hyper-parameter 2λ , smaller values tend to enhance classifica-
tion performance. Through the analysis of the estimated FCNs, we discover that 
as the value of 2λ  increases, the resulting network becomes sparser, potentially 
leading to the discard of many useful pieces of information for classification, 
thereby reducing classification performance. Overall, when the hyper-parameter 
values are concentrated in the region above Figure 5, superior classification 
performance can be achieved. 

4.3. Visualization of the FCNs 

Achieving high-quality FCNs is crucial for attaining superior classification per-
formance. Therefore, estimating high-quality FCNs becomes paramount. Visua-
lizing the estimated FCNs helps to intuitively understand the strengths and 
weaknesses of different methods. It is important to note that, for a unified com-
parison of different methods, the adjacency matrices shown in Figure 6 have 
been normalized to the interval [−1, 1]. Observations from Figure 6 include: 

1) The method based on PC presents significant differences compared to other 
methods. This is because the PC-based method adopts a strategy entirely different  
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Figure 5. Classification accuracy of the networks estimated by the proposed 
method at different combinations of regularization parameters. The results 
were obtained by the LOO test for all subjects. 

 

 

Figure 6. Network edge weight matrices for the same subject were obtained based on six different methods (PC, SR, SR + SR, GSR 
+ SR, Ho-FCNCOPE and the proposed Ho-FCNTops). 
 

from other methods in capturing relationships between different ROIs, leading 
to distinct visual differences in FCN representations. 

2) For the other five correlation-based methods, they all exhibit varying de-
grees of sparsity in the visualization of adjacency matrices due to the utilization 
of SR operations. 

3) Our proposed Ho-FCNTops method incorporates the potential shared brain 
topological structure compared to the Ho-FCNCOPE method. In Figure 6, a clear 
line is observable in the adjacency matrices of FCNs estimated by the 
Ho-FCNTops method for some ROIs, suggesting the integration of shared topo-
logical structure into the estimation process, which is genuinely reflected in the 
final FCNs. Additionally, FCNs constructed by the Ho-FCNTops method appear 
cleaner, indicating the significant role of the potential shared topological rela-
tionships in FCN estimation.  

4.4. Compared with the Previous Works 

In Table 2, we show the experiment results of five previous methods (i.e., PC, SR, 
SR + SR, GSR + SR, and Ho-FCNCOPE) and the Ho-FCNTops. Compared with 
these previous works, we have the following interesting observations. First, the 
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Ho-FCNTops performs better than PC and SR. One possible reason is that the 
Ho-FCNTops can capture the complex relationships, which can reflect the real 
state of the brain. Second, compared with SR + SR and GSR + SR, the Ho-FCNTops 
and Ho-FCNCOPE can achieve better performance. One possible reason is that 
both of the Ho-FCNTops and Ho-FCNCOPE eliminate noise and redundancy from 
the low-order FCNs, resulting in the constructed FCNs more clearly. In addition, 
we find that the Ho-FCNTops performs better than Ho-FCNCOPE. The main possi-
ble reason is that the Ho-FCNCOPE cannot encode the topological information of 
the brain, and in Section 4.5, we will show more details. 

4.5. The Influence of Brain Topology Structure 

The proposed method makes a significant contribution by integrating potential 
shared brain topological structures during the estimation of high-order FCNs. 
Therefore, a discussion regarding the impact of brain topological structures on 
FCNs estimation becomes imperative. By examining the classification perfor-
mance presented in Table 2 and Figure 7, we can initially observe that our me-
thod outperforms five baseline methods across seven performance evaluation 
metrics. Notably, when compared to three other high-order FCNs construction 
methods that do not consider brain topological structures, particularly in com-
parison to Ho-FCNCOPE, our proposed method demonstrates significant advan-
tages. This underscores that integrating potential shared brain topological 
structures during the estimation of high-order FCNs leads to superior classifica-
tion performance. 

4.6. Discriminative Features 

For the estimated FCNs, they can not only be used for disease identification but 
also for the detection of potential biomarkers related to diseases. Through fea-
ture selection on the estimated FCNs, we can obtain ROIs with higher relevance 
to disease identification, thereby identifying potential biomarkers associated 
with MCI. Therefore, we employed a t-test with a significance level of p = 0.0005 

 

 

Figure 7. Classifying with six different methods across seven evaluation metrics. The horizontal axis represents the seven distinct 
evaluation metrics, while the vertical axis represents the average classification results. 
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Figure 8. The discriminative features with t-test selection are identified for MCI classification. Each arc in the figure displays the 
selected feature between two ROIs, where the thickness indicates its discriminative power for classification. 

 
for feature selection on the estimated FCNs. After the t-test selection, a total of 
36 discriminative features were chosen. Among them, we selected the top 10 
most discriminative features and visually presented them in Figure 8. From 
Figure 8, it can be observed that these features include the hippocampus, tem-
poral lobe, parahippocampal gyrus, and other 10 most discriminative features. 
According to a review of potential neuroimaging biomarkers for MCI, these re-
gions are closely related to the identification of MCI diseases. The application of 
these biomarkers can improve the specificity of clinical diagnosis and enhance 
the prediction of disease progression [31] [32] [33]. 

5. Conclusions 

In this paper, we have focused on addressing several challenges in current FCN 
research. These challenges include overlooking the potential shared topological 
structure among different subjects and the difficulties in noise reduction and 
preservation of low-order relationships during high-order FCN construction. By 
introducing a novel high-order FCN estimation method based on brain topolog-
ical structure, we have leveraged the information embedded in the brain’s topo-
logical structure. This method integrates low-order information into the con-
struction process of high-order FCN, presenting a novel tool for the diagnosis of 
MCI. In experiments conducted on the public ADNI database, we have demon-
strated significant performance advantages. Compared to baseline methods, our 
proposed approach achieved superior results in MCI recognition tasks, con-
firming the effectiveness of our method. 

While we have made some progress in FCN estimation, we acknowledge that 
there are many issues that require further exploration. Therefore, in future re-
search, we will focus on the following aspects: 1) Extend our approach to the di-
agnosis of other neurological disorders, such as MDD, ASD, etc. 2) Enhance our 
understanding of brain topological structure and optimize FCN estimation me-
thods accordingly. 3) Further apply machine learning methods to improve the 
accuracy and generalization of FCN estimation. By conducting in-depth research 
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in these directions, we aim to provide more comprehensive and effective solu-
tions for the early diagnosis of neurological disorders, the development of treat-
ment methods, and a deeper understanding of brain connectivity patterns. 
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