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Abstract 
This study undertakes a thorough analysis of the sentiment within the r/Corona- 
virus subreddit community regarding COVID-19 vaccines on Reddit. We me-
ticulously collected and processed 34,768 comments, spanning from Novem-
ber 20, 2020, to January 17, 2021, using sentiment calculation methods such 
as TextBlob and Twitter-RoBERTa-Base-sentiment to categorize comments 
into positive, negative, or neutral sentiments. The methodology involved the 
use of Count Vectorizer as a vectorization technique and the implementation 
of advanced ensemble algorithms like XGBoost and Random Forest, achieving 
an accuracy of approximately 80%. Furthermore, through the Dirichlet latent 
allocation, we identified 23 distinct reasons for vaccine distrust among nega-
tive comments. These findings are crucial for understanding the community’s 
attitudes towards vaccination and can guide targeted public health messaging. 
Our study not only provides insights into public opinion during a critical health 
crisis, but also demonstrates the effectiveness of combining natural language 
processing tools and ensemble algorithms in sentiment analysis. 
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1. Introduction 

COVID-19, a respiratory disease caused by the SARS-CoV-2 virus and broke out 
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in China in 2019 [1], has drastically affected lives globally, leading to widespread 
fear, economic disruption, and significant health crises. As of December 2023, 
the World Health Organization (WHO) reports nearly 7 million deaths attri-
buted to COVID-19. Countries worldwide have implemented various risk miti-
gation strategies, such as social distancing [2] [3], deeply impacting economies 
and healthcare systems. Amidst this, vaccination emerges as a key solution [4], 
yet misinformation on social media platforms like YouTube, Twitter, and Reddit 
has fueled mistrust in vaccines [5]. However, the rapid development and dep-
loyment of COVID-19 vaccines have been met with a degree of mistrust and re-
jection, primarily fueled by misleading information proliferated through social 
media platforms like YouTube, Twitter, and Reddit. These networks have be-
come vital forums for discussing the merits and drawbacks of vaccination, mak-
ing them rich sources for data collection and analysis [1] [6]. With the signifi-
cant amount of data available from these platforms, and the advancement of 
data analysis and processing tools such as machine learning and Natural Lan-
guage Processing (NLP), it becomes imperative to harness these resources to pro-
duce reliable, real-time analyses. 

In the unprecedented context of the COVID-19 pandemic, social networks, 
especially Reddit, have played a pivotal role in shaping public opinion on health 
measures and vaccines [7]. This study acknowledges the substantial impact of 
these platforms in forming public discourse and sentiment, often leading to mi-
sinformation and varied perceptions about COVID-19 vaccination. Recognizing 
the need to dissect and interpret these complex narratives, our research aims to 
leverage advanced machine learning techniques and NLP to analyze Reddit com-
ments. This approach is crucial for developing targeted public health strategies 
and combating vaccine skepticism. The necessity and importance of this research 
stem from the critical need to understand public sentiment in an era where so-
cial media significantly influences health behaviors and decisions. Misinforma-
tion and varied opinions on platforms like Reddit have a tangible impact on vac-
cine uptake, potentially hindering efforts to control the pandemic. This study, 
therefore, seeks to bridge the gap in our understanding of these sentiments and 
their implications. By analyzing and interpreting the complex discussions on Red-
dit, we aim to contribute valuable insights to public health strategies, aiding in 
combating vaccine hesitancy and misinformation. This research is not only timely 
but essential in guiding informed decision-making and tailored communication 
approaches in the fight against COVID-19. 

This paper is organized into several sections: Section 2 reviews recent work on 
public sentiments towards the COVID-19 vaccine. Section 3 describes our me-
thodology in detail. Section 4 presents the results obtained from applying this me-
thodology. Finally, we conclude our work and offer perspectives for future research 
in this domain.  

2. Related Works  

Natural Language Processing (NLP) is a subfield of artificial intelligence that 
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enables computers to understand, interpret, and generate human language. The 
process of text analysis, in general, and public comments, in particular, requires 
a series of steps to process textual data and extract information on expressed 
sentiments. These steps include collecting comments, preprocessing comments, 
sentiment analysis of comments, visualizing results, and interpreting results. In 
this section, we will comprehensively present various related works in processing, 
analyzing, and modelling social media comments in general, and the Reddit plat-
form in particular.  

2.1. Process for Cleaning up Social Comments 

Social network comments have become a source of data for the analysis of public 
sentiment, with regard to the Reddit and Twitter platforms several authors have 
recorded the comments of these platforms either to analyse sentiment or to as-
sess the effectiveness of the vaccine [8] [9] [10] [11], or for the hesitancy and ef-
fectiveness of the COVID-19 vaccine [1] [12] [13] [14] [15]. However, the com-
ments are often not cleaned up for direct use by the machine learning model, as 
they are comments written by people and not journals, formal articles, and that 
each plate. Thus, depending on the specific needs of the model, the pre-processing 
may include steps such as: 

1) Cleaning: This step involves removing special characters, punctuation, and 
irrelevant words such as common stop words (e.g. “a”, “an”, “and”, “are”, “as”, 
“at”, “be”, “by”, “for”, “from”, “has”, “he”, “in”, “is”, “it”, “its”, “of”, “on”, “that”, 
“the”, “to”, “was”, “were”, “with”).  

2) Tokenization: This step involves segmenting a comment into individual 
vocabulary words. It helps in breaking down the text into meaningful units for 
further analysis.  

3) Lemmatization: This process transforms words into their original root forms, 
known as lemmas. It reduces different word forms to a common base, aiding in 
standardization and reducing the vocabulary size.  

4) Stemming: This step involves removing prefixes or suffixes from a word, 
such as “-ing”, “-ed”, or “-s” to obtain the stem. Stemming and lemmatization 
are two common techniques used to convert words to their base form. Compared 
to lemmatization, stemming is faster and less computationally expensive, but it 
may not always produce accurate results.  

2.2. Common Vectorization Methods for Social Comments  

Once the process of cleaning up the social comments has been completed, it will 
be necessary to represent the data as a numerical value that can be understood 
by machine learning algorithms. For COVID-19, several vectoring techniques 
have been used in the literature, including:  
● Bag-of-Word (BoW) is a vectorisation method that represents a comment as 

a vector counting the occurrences of each term in the comment.  
● Term Frequency-Inverse Document Frequency (TF-IDF) is a word weighting 
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method that measures the importance of a term in a comment based on its 
frequency of occurrence and its inverse frequency in the entire corpus of 
documents.  

● Word2vec is a vectorisation method that captures the semantic relationships 
between words by representing them as vectors of real numbers.  

● Global Vectors (GloVe) for word representation are a method that uses a ma-
trix of word occurrences to create word vectors that capture the semantic re-
lationships between words.  

However, Table 1 presents the different vectoring methods found in the lite-
rature. 

In this table, we conduct a comparative study between the different vectorisa-
tion methods used in the literature on COVID-19. We focus on elements such as 
the type of representation performed by each method, the information captured, 
the size of the vocabulary and the average computation time used by each me-
thod.  

2.3. Common Labelling Approach Used in COVID-19  

Once vectorized, the comments are ready to be used by machine learning mod-
els, so in the literature we find several approaches used to label comments. Nuz-
hath et al. used 4868 tweets from a group and manually labelled into four classes 
(positive, negative, neutral and irrelevant) [12]. Liu et al. in their paper on public 
attitudes towards COVID-19 vaccines for English language Twitter comments 
applied the Valence Aware Dictionary and sEntiment Reasoner based labelling 
approach to determine whether the sentiment mentioned in the tweets was posi-
tive, neutral or negative [19]. Luo et al. in their study on understanding the reac-
tion to the COVID-19 vaccine through a comparative analysis of Twitter com-
ments in the US before and after the election period used the VADER sentiment 
analysis tool because of its ease of use and interpretation, they were able to clas-
sify tweets into three classes (positive, negative and neutral) [20]. Bengesi et al. 
in their study of the monkeypox epidemic used 500,000 multilingual tweets to 
show the polarity of public opinion on the vaccine, after translating the tweets 
into English they then used VADER and TextBlob to annotate the extracted 
comments into positive, negative and neutral sentiments [21]. Abiola et al. in 
their study on sentiment analysis of COVID-19 tweets in Nigeria, collected 
1,048,575 tweets and then using TextBlob and VADER analysers labelled the  
 

Table 1. Comparative table between the different vectoring methods. 

 BoW TF-IDF Word2vec GloVe 

Representation Word Count Word Weight Vectors Vectors 

Captures Frequency Importance Relationships Relationships 

Vocabulary Low Low High High 

Computation Low Low Medium High 

Used by [8] [9] [10] [14] [9] [10] [16] [17] [18] [9] [10] [17] [18] [9] [10] [11] [17] 
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sentiments as positive, neutral and negative [11]. Qorib et al. in their examina-
tion of COVID-19 vaccine hesitation used Azure Machine Learning (a machine 
learning platform), VADER and TextBlob to label public tweets as neutral, nega-
tive and positive [1]. Vernikou et al. in their study of multi-class sentiment anal-
ysis of tweeter comments about COVID-19 used BERT (Bidirectional Encoder 
Representations from Transformers) to annotate sentiment into multiple classes 
[9]. Rodríguez-Ibánez et al. in their survey on sentiment analysis from social 
media platforms list several techniques used for sentiment labelling, including 
dictionary-based techniques, machine learning-based approaches and show that 
transformer-based approaches such as BERT, T5 (Text-to-Text Transfer Trans-
former) or GPT (Generative Pre-trained Transformer) perform far better than 
traditional techniques [10]. 

However, we conclude that for COVID-19 comments, three major approaches 
are used in the literature: manual approach, lexicon-based approach, and ma-
chine learning algorithm-based approach, as shown in Figure 1. 

2.4. Commonly Used Algorithm for Classification of COVID-19  

There are several classification algorithms that have been used for sentiment 
classification of comments related to the COVID-19 vaccine, such as: K-Nearest 
Neighbor (KNN), a classification algorithm based on the similarity between the 
K-Nearest comments. KNN uses this similarity between comments to classify 
them [21]. Multinomial Logistic Regression (LR) is a classification algorithm 
based on a probabilistic model. LR takes into account the word vectors used in 
the comments to determine the probability of each comment belonging to each 
class [1] [21]. Naive Bayes (NB) is a probabilistic algorithm that uses Bayes’ theo-
rem to calculate the probability of each class. It uses the word vectors present 
in the input comment and assumes that the words in the comment are indepen-
dent, given the class to which it belongs [9] [21]. Linear Support Vector Classifi-
cation (SVC) is a type of Support Vector Machine (SVM) that uses a linear ker-
nel function to find the hyperplane that separates multiple classes in the input 
space [1] [21]. Decision Tree (DT) is a tree-like decision-making model. DT 
identifies the features that best separate the comments into different classes. At 
each node of the tree, a decision is made on the value of a particular feature, and  
 

 

Figure 1. Common labelling approach for COVID-19 vaccine sentiment (source: author). 

Sentiment Labelling Approach

Lexicon ApproachMachine Learning  Approach

VADER

BERT Textblob

Azure

Human Approach

Manual
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the algorithm follows the corresponding path in the tree until it reaches a leaf 
that represents the predicted class for the comment [1]. Random Forest (RF) is 
an ensemble model based on several decision trees built during training. RF de-
termines the most frequently predicted class by the individual trees to predict 
the class of the comment [1] [21]. XGBoost is an ensemble algorithm that uses a 
set of gradient boosting models to improve prediction accuracy [21]. Finally, 
LSTM (Long Short-Term Memory) is a neural network architecture designed to 
address the problems of gradient backpropagation over long sequences of time. 
LSTM uses internal memory to store long-term information [9]. 

However, in Table 2, we have listed and recorded the best performances of 
certain algorithms combined with specific types of vectorization on a particular 
dataset. Therefore, the choice of vectorization technique may depend on the size 
of the data.  

2.5. Topic Modelling on Social Comments 

To group comments that tend to describe the same topics there is a sub-field of 
machine learning called topic modelling which is a form of clustering. In the li-
terature on COVID-19, several topic modelling algorithms have been used in-
cluding: LIWC (Linguistic Inquiry and Word Count), is a text analysis software 
that relies on dictionaries to cluster comments [22]; LDA (Latent Dirichlet Allo-
cation) a probabilistic model used to determine the hidden topics in the com-
ment set [23]; GSDMM (Gibbs Sampling Dirichlet Mixture Model) a Dirichlet 
mixture model used to discover hidden topics in a corpus [24]; and finally 
BERT (Bidirectional Encoder Representations from Transformers) a pre-trained 
natural language processing model based on the Transformers architecture 
[25]. Thus, Table 3 presents the different methods listed with their specific use 
cases.  

3. Methodology  

Having reviewed the literature on sentiment analysis from social network com-
ments, we describe the methodology used in this section.  

3.1. Methodology Description  

To analyze, model, and make recommendations from the public comments col-
lected on the r/Coronavirus subreddit, we set up the workflow described in Fig-
ure 2. 

 
Table 2. Commonly used supervised machine learning algorithm for classification of COVID-19 vaccine 
sentiment. 

Authors Vectorization Data Algorithm used Accuracy 

Vernikou et al. (2022) [9] BERT 44,955 tweets LSTM 78% 

Qorib et al. (2023) [1] TF-IDF - SVC 98% 

Bengesi et al. (2023) [21] CountVectorizer 500,000 tweets SVM 93% 
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Table 3. Recent works on COVID-19 using topic modelling. 

Ref. Objectives Topic modeling 

[12] Identify the main thematic areas of vaccine hesitancy LDA 

[14] Characterizing vaccine discourse using comments LDA, LIWC 

[8] 
Investigating COVID-19 vaccine-related discussions on social 
media such as Reddit 

LDA 

[11] 
Analyzing the sentiment of tweets in Nigeria about 
COVID-19 vaccine 

LDA 

[26] 
Examining public behaviour during different waves of 
COVID-19 

LDA, GSDMM, 
BERT 

[27] 
Examine country-level variations in attitudes toward 
COVID-19 vaccine passports 

LDA 

 

 

Figure 2. Methodology proposed. 
 

To comprehend our methodology, it is necessary to adhere to the steps listed:  
1) The first step consists of acquiring comments about the COVID-19 vaccine 

on Reddit, which allows for gathering data from open sources to obtain infor-
mation on public opinions regarding the COVID-19 vaccine.  

2) Step two involves data pre-processing, which is one of the most important 
steps in the process and includes sub-steps such as: Cleaning the data involves 
removing unwanted characters, stop words, and duplicate comments. Tokeniza-
tion involves splitting the sentences into individual words, while lemmatization 
normalizes the words by reducing them to their base form. This reduces complex-
ity and facilitates text analysis.  

3) Step three involves using two labeling methods (TextBlob and RoBERTa) to 
label the sentiment of the comments. TextBlob is a Python library that allows for 
sentiment labeling using lexicon-based approaches, while Twitte-RoBERTa-Base- 
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sentiment is a deep learning algorithm that uses attention and has been trained 
on billions of tweets. Using two different methods allows for comparison and 
validation of results.  

4) Step four involves selecting the common predictions of the two algorithms 
to ensureDescription consistent labeling, and then vectorizing the data to con-
vert the labeled comments into numerical vectors, which can be used to train a 
machine learning model.  

5) Step five involves producing a new model from the vectorized data. This 
involves using a machine learning algorithm to analyze the data and produce 
results. The model can be used to predict the sentiment of new comments col-
lected in the future.  

6) Step six involves descriptions using the negative predictions of the two al-
gorithms to understand the population’s hesitation towards the vaccine and for-
mulating appropriate recommendations for decision-makers. By understanding 
the reasons for hesitation, decision-makers can implement suitable measures to 
encourage vaccination and strengthen confidence in the vaccine.  

3.2. Data Description  

The data was collected on the Reddit platform (a public news discussion site 
where users can submit content that is then voted on and commented upon), 
specifically on the r/Coronavirus subreddit, a community dedicated to COVID-19; 
it is a forum that prioritizes accurate information [15]. The collection took place 
over a period of 59 days, coinciding with the announcement of the very first 
COVID-19 vaccine. The average collection frequency is 589 comments per day. 
This data was recorded in a “.csv” file and made publicly available on the Kaggle 
platform. As part of our methodology, the Agenda-Setting Theory was incorpo-
rated to better control external variables. This theory posits that the media in-
fluences the agenda by selecting topics that will be brought to the public’s atten-
tion. By choosing the r/Coronavirus subreddit, focused on accurate information 
related to COVID-19, we aimed to minimize the impact of irrelevant external 
variables, enabling a more targeted analysis of discussions. Table 4 presents the 
13 columns displaying different properties of each comment (author, title, com-
ment content...). 
 
Table 4. Data description. 

Attribute Type Description 

post_id object post identifier 

post_author object post author 

post_date object date of post 

post_title object title of the post 

post_score integer post score 

post_permalink object post permalink 

post_url object post link 
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Continued 

comment_id object comment identifier 

comment_author object comment author 

comment_date object date of the comment 

comment_parent_id object comment parent identifier 

comment_edited bool edited or not 

comment_score integer comment score 

comment_body object comment body 

3.3. Data Pre-Processing  

The process of preparing uncleaned and unlabelled data for labelling by different 
algorithms involves several steps, including data cleaning, tokenisation, lemma-
tisation and strimming. Algorithm 1 has the output data ready for the labelling 
process.  
 
Algorithm 1. Cleaning and processing reddit comments. 

Require: Uncleaned comments. 
Ensure: Cleaned and pretreated comments. 

1: For each comments in the dataset do. 
2:   Apply the Text cleaning process. 
3:   Apply the Tokenization function. 
4:   Apply the Lemmatization function. 
5:   Apply the Strimming function. 
6: End for. 

3.4. Data Labelling  

There are several approaches to sentiment analysis [28], including: a lexicon-based 
approach (which uses pre-labeled word lexicons to assess the sentiment of a text); 
a rule-based approach (which uses linguistic rules to identify sentiment in a text); 
a statistical methods-based approach (which uses supervised, unsupervised, and 
semi-supervised classification techniques to label sentiment in texts); and a neural 
network-based approach (which uses deep neural networks to learn complex fea-
ture representations from texts and to predict sentiment example transformers). 
We will use two different approaches, namely TextBlob (rule-based approach) 
and Twitter-RoBERTa-Base-sentiment (neural network-based approach), to la-
bel our dataset.  

3.4.1. TextBlob 
To classify sentiments with TextBlob, it is necessary to use the concepts defined 
previously, as illustrated in Algorithm 2.  

3.4.2. RoBERTa 
Twitter-RoBERTa-Base-sentiment is a supervised classification approach how uses 
three main steps to classify the sentiment such as the pretraing step, the embed-
ding step and a classification step as described in Algorithm 3.  
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Algorithm 2. TextBlob sentiment classification [29]. 

Require: Reddit comments. 
Ensure: Sentiment label (positive, negative, or neutral). 

1: For (each comments in the dataset) do. 
2:  For (each word in the comments) do. 
3:    Repersented it with its part of speech using POS tagging. 
4:    Look up the polarity score of it in a sentiment lexicon dictionary. 
5:  End for. 
6:  Compute the average polarity of all the words in the comment. 
7:  If (average polarity > 0.05) then label the comment with a positive sentiment. 
8:  Else if (average polarity ∈ [−0.05, 0.05]) then label the comment with a neutral 
 sentiment. 
9:  Else label the comment with a negative sentiment. 
10:  End if. 
11: End for. 

 
Algorithm 3. Twitter-RoBERTa-Base-sentiment sentiment classification [30]. 

Require: Reddit comments. 
Ensure: classification of each comment as (positive, negative, or neutral). 

1: Token Encoding. 
2: Apply token embedding to each token in each comment to represent its semantic 

meaning. 
3: Benary Classification. 
4: Ternary Classification. 
5: For Reddit comments that have been ranked, use another fully connected neural 

network layer to rank each Reddit comment as neutral, positive or negative. 

3.5. Vectorization  
3.5.1. TF-IDF (Term Frequency-Inverse Document Frequency) [31] 
The TF-IDF is a statistical method that evaluates the importance of a term in a 
comment by taking into account its frequency in the comment and its rarity in 
the whole collection of comments. The TF-IDF formula can be written as follows: 

( ) ( ) ( )- , ,TF IDF t d TF w c IDF w= ×                   (1) 

where: 
● w represents the word under consideration; 
● c represents the comment in which the word appears; 
● ( ),TF w c  represents the frequency of the word w in the comment c i.e. is 

the number of times w appears in c, calculated as follows:  

 ( ) count of  in comment , ,
number of word in 

w cTF w c
c

=                 (2) 

● ( )IDF w  is the inverse document frequency of the word w, calculated as fol-
lows:  

 ( ) ( )
log ,NIDF w

df w
 

=   
 

                     (3) 

● N represents the total number of comments in the collection; 
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● ( )df w  represents the number of comments in the collection that contain 
the word w.  

3.5.2. CountVectorizer 
Let C be the set of n comments, and W be the set of m unique words in the 
comment set C. The word count matrix X is an n × m matrix defined as fol-
lows:  

 , number of occurrences of the words in the document .i jX j i=       (4) 

The matrix X can be created from the comment set C using the CountVecto-
rizer method. The method counts the number of occurrences of each term in 
each comment, and stores these counts in the matrix X. The result is a dense 
matrix representation of the comment collection C. 

3.6. Training and Model Selection  

To propose a classification model for comments on COVID-19, we start with 
balanced and labeled data. We then train seven classification algorithms: Naive 
Bayes (NB), Logistic Regression (LR), Decision Tree (DT), Random Forest (RF), 
Gradient Boosting (GB), XBoosting (XB), and AdaBoost (AB) using 80% of the 
data set. 

Next, we evaluate the performance of these algorithms using five classification 
metrics: accuracy, recall, precision, F1-score, and AUC. This evaluation is con-
ducted on the remaining 20% of our data. 

For a given classification problem, a confusion matrix M corresponds to a 
square matrix, and whose input Mik is the number of examples of class i for 
which label k has been predicted. True positives are correctly classified positive 
examples; false positives are negative examples labelled positive by the model; 
and vice versa for true negatives and false negatives. The number of true posi-
tives is generally noted TP, the number of true negatives TN, the number of false 
positives FP, and the number of false negatives FN. 

Accuracy: A measure used to evaluate the performance of multi-class classifi-
cation models. It describes the overall performance of the model and measures 
the rate of good predictions on all comments.  

 Accuracy .TP TF
TP TF FP FN

+
=

+ + +
                   (5) 

Recall: The rate of true positives, i.e. the proportion of positive examples cor-
rectly identified as such:  

 Recall .TP
TP FN

=
+

                         (6) 

Precision: The proportion of correct predictions among positive predictions is 
called Precision, or Positive Predictive Value (PPV). Proportion of correct pre-
dictions among positive predictions:  

 Precision .TP
TP FP

=
+

                       (7) 
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F-measure: The F1-score is the harmonic mean of precision and recall:  

 
Precision recall 2F1-score 2 .
Precision recall 2

TP
TP FN FP

×
= =

+ + +
           (8) 

The ROC (Receiver Operating Characteristic) curve is a plot that displays the 
relationship between the true positive rate and false positive rate across a range 
of classification thresholds. 

The AUC (Area under the Curve) of the ROC curve is a metric that evaluates 
the overall performance of a classification model. This measure is obtained by 
calculating the Area under the Curve (AUC) of the ROC curve, which estimates 
the ability of the model to differentiate between positive and negative classes. An 
AUC score close to 1 indicates a high performance of the model, while a score 
close to 0.5 indicates that the model performs as well as a random choice. 

3.7. Topic Modelling  

The use of topic modelling is an effective method for identifying underlying topics 
present in a collection of our comments that express negative sentiment towards 
vaccines. The main objective of this unsupervised machine learning method is to 
identify the main concerns or reasons that may contribute to hesitancy towards 
COVID-19 vaccines. By uncovering these hidden issues, we will be able to better 
understand the factors that influence the public’s vaccination decisions and for-
mulate targeted strategies that address these concerns, which will ultimately in-
crease vaccine acceptance. 

For that, we are going to use the LDA (Latent Dirichlet Allocation) model, 
how is a probabilistic generative model (used to model the process by which 
words are generated in a text corpus), the fundamental assumptions of this me-
thod include that each comment in the corpus is a predetermined mixture of 
topics, that each topic represents a probability distribution over the words in the 
vocabulary, that the distribution of topics in a document and the distribution of 
words in a topic follow a Dirichlet distribution, that the choice of words in one 
comment is independent of the choice of words in the other comments, and that 
the choice of topics in one comment is independent of the choice of topics in the 
other comments. 

However, the LDA algorithm works as described as follow: a first step that 
consists of choosing the number of subjects K that the model will represent and 
then initializing the values of the model parameters (the subject-word distribu-
tion, the document-subject distribution, and the alpha and beta hyperparame-
ters), then an iterative step of updating the subject-document and subject-word 
distributions and carrying out until convergence of a fixed number of iterations 
initially defined, then the last step that produces as final parameters the resulting 
subject-word and subject-document distribution. 

4. Results and Discussion  

In this section, we will present the tools used, the results obtained from the me-
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thodology adopted, and finally analyze the various results. To do so, we will un-
veil in Section 4.1 the tools and programming languages used, in Section 4.2 the 
results of the comments cleaning, in Section 4.3 the results of the comments 
labeling, in Section 4.4, we will present the results of the training and evaluation 
of the sentiment classification models, in Section 4.5, we will detail the results of 
the LDA, and finally, in Section 4.6, we will compare this study to the most re-
cent works addressing the same issue. 

4.1. Tools and Programming Languages Used  

To obtain the current results, we used two programming languages: Python and 
R. In Python, we used several general purpose packages such as numpy, pandas, 
matplotlib, seaborn, pycountry, emoji, re, string, demoji, spacy, nltk, networkx, 
collections, langdetect, WordCloud and pyLDAvis.sklearn for data manipula-
tion, processing and visualization. Packages related to sentiment analysis and 
natural language processing, such as TextBlob and transformers, allowed us to 
label sentiments. The sklearn and utils packages were used for importing classes 
(TfidfVectorizer, CountVectorizer), which allowed us to vectorise our comments, 
as well as for importing classification models (Logistic Regression, K Neighbors 
Classifier, Decision Tree Classifier, Random Forest Classifier, AdaBoost Classifi-
er, Gradient Boosting Classifier and XGB Classifier) and evaluation metrics (accu-
racy_score, precision_score, recall_score, f1_score and roc_auc_score), which were 
useful for training and evaluating the model. Finally, the Latent Dirichlet Alloca-
tion packages and the KMeans class from sklearn were useful for topic modeling. 
In R, we used the dplyr, ggplot2 and forcats libraries for the visualization of the 
most frequent words of the topics. 

4.2. Text Cleaning and Preprocessing  

Initially, the acquired dataset contains 14 attributes that mainly describe posts 
and comments. For reasons of simplification and limitations related to personal 
information such as author name, age and location, we focused on attributes 
such as post and comment publication dates, post titles and comment content. 
Thus, we collected 34,768 comments from 11,723 different users, related to the 
290 publications published on the subreddit r/Coronavirus. During the cleaning 
step, we converted the title and comment data into strings, and removed unne-
cessary URLs, spaces and special characters. Next, we converted all the text data to 
lower case. We also identified the 345 emojis present in the comments (see Figure 
3) and replaced each one with its corresponding code to facilitate processing.  
 

 

Figure 3. Emojis present in the corpus of comments. 
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Finally, the cleaned data was tokenised and lemmatised in order to prepare it for 
analysis. 

Once the cleaning and normalisation were completed, we proceeded with the 
statistical analysis of the corpus of titles and comments. For the titles, we used 
the langdetect package to detect the language used and we obtained that 99.99% 
of our titles are written in English. Indeed, the detect() method of langdetect 
uses trigrams to calculate the probability that the text is written in a specific 
language. Furthermore, a statistical analysis of the headline corpus, visible in 
Table 5, shows that the most frequently used word is, “vaccine”, with 213 oc-
currences. The other most frequently used words are “covid”, “doses”, “vac-
cines”, “pfizer”, “us”, “oxford”, “moderna” and “pfizerbiontech”, which allude to 
the semantic field of the COVID-19 vaccine. 

The observation is almost the same with the comments corpus, which is com-
posed of an initial vocabulary of 34,347 words. We have determined that 99.99% 
of the comments are written in English, which allows us to perform a unilingual 
analysis. Thus, Table 6 shows that the word “vaccine” is the most frequent with 
a count of 10,316 occurrences. We also find words such as “people”, “get”, “like”, 
“dont”, “vaccines”, “would”, “removed”, and “dose”, which may at first sight in-
dicate a sentiment expressed towards vaccinations.  

Having determined the language and context of our corpus, as illustrated in 
the word cloud in Figure 4, we can further analyse it. Analysing the number of 
words contained in each comment, Table 7 shows that comments have an aver-
age length of 35.41 words, with a standard deviation of 44.52. This indicates 
considerable variation in the length of comments, with shorter and longer than 
average comments. The first quartile is 10, meaning that 25% of comments are 
10 words or less in length. The median is 23, meaning that 50% of the comments 
are 23 words or less in length. The third quartile is 45, meaning that 75% of the 
comments are 45 words or less. We then counted 2180 comments, or 6.27% of 
the number of comments initially collected. Therefore, we have 32,588 comments 
which will be used for the sentiment analysis in the next section. 

 
Table 5. The 30 most frequent words in the corpus of titles. 

Word Count Word Count Word Count Word Count 

vaccine 213 uk 22 vaccination 13 johnson 11 

covid 154 million 21 data 12 rollout 11 

doses 37 get 18 emergency 12 second 10 

says 37 new 18 vaccinated 12 start 10 

vaccines 36 people 18 receive 12 effective 9 

pfizer 34 oxford 17 health 12 efficacy 9 

us 33 fda 17 dose 12 americans 9 

first 32 week 14 use 11 next 9 

coronavirus 30 astrazeneca 14 could 11 administered 8 

moderna 27 days 14 trial 11 pfizerbiontech 8 
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Table 6. The 30 most frequent words in the corpus of comments.  

Word Count Word Count Word Count Word Count 

vaccine 10,316 think 2837 getting 1992 much 1780 

people 8446 know 2674 removed 1967 want 1766 

get 5979 us 2579 vaccinated 1929 good 1751 

like 4302 even 2506 data 1916 dose 1731 

dont 4240 thats 2438 well 1892 really 1700 

vaccines 4136 going 2330 see 1890 many 1688 

would 3943 first 2294 need 1887 make 1647 

im 3681 time 2194 take 1863 virus 1615 

one 3533 still 2163 could 1829 go 1594 

covid 3097 also 2147 doses 1809 pfizer 1582 

 
Table 7. Summary statistics of the number of words in the comments. 

Statistics Value Description 

Number of observations 34,768 Total number of comments 

Total 1,221,484 Total number of comments 

Mean 35.41 Mean number of words in all the comments 

Standard deviation 44.52 Standard deviation of number of words in the comments 

Minimum 0 Minimum of number of words in the comments 

First quartile 10 Number of words of first quartile of comments 

Median 23 Median number of words in the comments 

Third Quartile 45 Number of words of third quartile of comments 

Maximum 1536 Maximum number of words in the comments 

 

 

Figure 4. (a) Word cloud of the 290 titles in our corpus; (b) Word cloud of the comments in our corpus. 
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4.3. Text Labelling  

For the labelling of comments, we labelled the texts into three classes (positive, 
negative and neutral) using two different approaches: TextBlob and RoBERTa. 
Using the lexicon-based approach with the TextBlob library gave us the follow-
ing results: 15,653 positive comments, 10,844 neutral comments and 5521 nega-
tive comments, as illustrated in Figure 5(a). This means that under the TextBlob 
approach, fewer comments collected are vaccine averse. We also used the ma-
chine learning method with the Twitter-RoBERTa-Base transformation model to 
label the comments. We obtained 14,708 comments classified as neutral, 13,181 
comments classified as negative and 4129 comments classified as positive, as 
shown in Figure 5(b). This means that according to the RoBERTa approach, 
almost half of the collected comments are vaccine averse. This difference in sen-
timent distribution in the two algorithms can be explained by the differences be-
tween TextBlob and Twitter-RoBERTa-Based sentiment, the former being a dic-
tionary-based approach and the latter using transformation models.  

However, when we intersected the results of the two approaches, we found 
6087 comments labelled neutrally by both approaches, as well as 3666 comments 
labelled negative and 3212 comments labelled positive by both approaches. These 
results indicate that the two approaches were able to agree on a higher propor-
tion of negative comments than positive comments, as shown in Figure 5(c). 

Nevertheless, it is important to note that these differences in labelling do not 
answer the question of how sentiment evolves over time. To examine this ques-
tion, we have plotted in figures the evolution of sentiment under the different 
approaches, both for TextBlob and RoBERTa (cases in Figure 6 and Figure 7, 
and then for the intersection of the two approaches in Figure 8). The result is 
almost the same: positive and negative feelings evolve in a sawtooth pattern and 
remain almost constant over the 59 days, with extreme peaks on all three curves. 
It is therefore legitimate to ask which posts generated the most positive and neg-
ative comments. To answer this question, we have constructed Table 8 and Ta-
ble 9, which show the posts that generated the most positive and negative com-
ments for the two approaches separately, and for the intersection of the two ap-
proaches.  

 

 

Figure 5. (a) Proportion of TextBlob labeling; (b) Proportion of Twitter-RoBERTa-Base sentiment labeling; (c) Proportion of 
common labeling between TextBlob and Twitter-RoBERTa-Base sentiment. 
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Figure 6. TextBlob evolution of positive and negative sentiments. 
 

 

Figure 7. RoBERTa evolution of positive and negative sentiments. 
 

Table 8 shows the five most criticised post titles in terms of negative com-
ments using three approaches (TextBlob, RoBERTa and a combination of both). 
The results showed that controversial topics such as COVID-19 vaccines and 
vaccination priorities generated the most negative comments. For example, the  
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Figure 8. TextBlob and RoBERTa evolution of positive and negative sentiments. 
 
Table 8. The 5 worst post titles that have received a large number of negative comments. 

Approach Title Negative  Total 

Texblob 

Moderna says new data shows COVID vaccine is more than 94% effective, plans to ask FDA 
for emergency clearance later Monday 

111 469 

Here’s Why Vaccinated People Still Need to Wear a Mask—The new vaccines will probably 
prevent you from getting sick with COVID. No one knows yet whether they will keep you 
from spreading the virus to others but that information is coming  

107 413 

In New Jersey, smokers can now get the coronavirus vaccine before teachers or public transit 
workers 

95 448 

Pfizer says it has second doses of COVID-19 shot on hand, expects no U.S. supply problems 93 451 

Pfizer’s Coronavirus vaccine arrive in Chicago O hare international airport 88 462 

RoBERTa 

In New Jersey, smokers can now get the coronavirus vaccine before teachers or public transit 
workers 

278 448 

Don’t want the COVID-19 vaccine? You could lose access to normal life, says U.K. minister 237 419 

People who suffer from “significant” allergic reactions should not take Pfizer vaccine, UK 
regulators warn 

233 437 

Here’s Why Vaccinated People Still Need to Wear a Mask—The new vaccines will probably 
prevent you from getting sick with COVID. No one knows yet whether they will keep you 
from spreading the virus to others but that information is coming 

230 413 

Pfizer says it has second doses of COVID-19 shot on hand, expects no U.S. supply problems 217 451 

Texblob 
and 

RoBERTa 

Here’s Why Vaccinated People Still Need to Wear a Mask—The new vaccines will probably 
prevent you from getting sick with COVID. No one knows yet whether they will keep you 
from spreading the virus to others but that information is coming 

81 162 
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Continued 

 

In New Jersey, smokers can now get the coronavirus vaccine before teachers or public transit 
workers 

77 146 

Fact check: Nurse who fainted after COVID-19 vaccine has an underlying health condition 67 132 

Moderna says new data shows COVID vaccine is more than 94% effective, plans to ask FDA 
for emergency clearance later Monday 

65 197 

Don’t want the COVID-19 vaccine? You could lose access to normal life, says U.K. minister 64 151 

 
Table 9. The 5 worst post titles that have received a large number of negative comments. 

Approach title Positive Total 

Texblob 

COVID-19: Oxford University vaccine shows 70% protection  288  479  

COVID-19: Oxford/AstraZeneca vaccine approved for use in UK 250 465 

Moderna’s vaccine is highly effective, FDA says, clearing way for second vaccine 241 471 

Pfizer and BioNTech to Submit Emergency Use Authorization Re-quest Today to the U.S. 
FDA for COVID-19 vaccine 

235 451 

Moderna says new data shows COVID vaccine is more than 94% effective, plans to ask FDA 
for emergency clearance later Monday 

234 469 

Pfizer’s Coronavirus vaccine arrive in Chicago O hare international airport 88 462 

RoBERTa 

UK authorises Pfizer-BioNTech COVID-19 vaccine 129 448 

COVID-19: Oxford University vaccine shows 70% protection  128  479  

Pfizer and BioNTech to Submit Emergency Use Authorization Re-quest Today to the U.S. 
FDA for COVID-19 Vaccine 

96 451 

Moderna’s vaccine is highly effective, FDA says, clearing way for second vaccine 95 471 

First doses of Pfizer coronavirus vaccine has flown to US from Belgium 94 474 

Texblob  
and  

RoBERTa 

COVID-19: Oxford University vaccine shows 70% protection 104 227 

UK authorises Pfizer-BioNTech COVID-19 vaccine 91 239 

First doses of Pfizer coronavirus vaccine has flown to US from Belgium 78 233 

Pfizer and BioNTech to Submit Emergency Use Authorization Re-quest Today to the U.S. 
FDA for COVID-19 vaccine 

77 212 

Moderna’s vaccine is highly effective, FDA says, clearing way for second vaccine 71 206 

 
headline “In New Jersey, smokers can now receive the coronavirus vaccine be-
fore teachers or transit workers’’ generated the most negative comments under 
both approaches, with a ratio of 52.73% negative comments to all comments. 
Table 9 shows, on the other hand, the top five post titles with the highest num-
ber of positive comments using three different approaches: Texblob, RoBERTa 
and a combination of Texblob and RoBERTa. The post titles “COVID-19: Oxford 
University vaccine shows 70% protection” and “Pfizer and BioNTech to Submit 
Emergency Use Authorization Request Today to the U.S. FDA for COVID-19 
Vaccine” had a high ratio of positive comments across the three different ap-
proaches. This suggests that users found these headlines informative and useful. 
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This information may be useful in understanding that the public is waiting for 
updates on vaccine approval and progress on pandemic vaccine research. 

However, there are differences between the approaches in Table 8 and Table 
9. In Table 8, the headline “Moderna announces new data shows COVID vac-
cine is more than 94% effective and plans to seek emergency FDA approval later 
Monday” generated the most negative comments according to TextBlob, but did 
not make the top 5 for RoBERTa. Furthermore, in Table 9, the post title “Mod-
erna’s vaccine is highly effective, FDA says, clearing way for second vaccine” 
has a high ratio of positive comments for both Texblob and RoBERTa. How-
ever, the title does not appear in the top 5 for the combination of Texblob and 
RoBERTa. 

These results highlight the importance of choosing the right approach to data 
analysis and taking into account the limitations and biases of each method. It is 
also important to note that labelling the comments does not give us enough in-
formation about the underlying reasons why users’ comments were rated as nega-
tive. Why are they skeptical about vaccines? In order to address these concerns, 
we will respectively propose a sentiment classification model based on the sen-
timents annotated by both approaches in Section 4.4, and finally use topic mod-
eling on the data classified as negative by both approaches to highlight the hid-
den reasons for the public’s hesitation to vaccinate in Section 4.5. 

4.4. Training and Evaluation  

Taking into account the predictions of both approaches in the previous Section 
4, we obtained 6087 neutral comments, 3666 negative comments and 3212 posi-
tive comments. As these classes are unbalanced to form a classification model, 
we balanced the classes by randomly removing 2587 comments from the neutral 
class (see Figure 9(b)). Thus, by performing a statistical analysis on the new da-
taset, we obtained a vocabulary of 14,890 words and an average number of 16.29 
words per comment. The 20 most frequent words belong to the vaccine lexical 
field (see Figure 9(a)), making it an ideal dataset for the vaccine context.  

After preparing our data, we used two methods of comment representation: 
TF-IDF and CountVectorizer. Then, we divided our data into two sets: 80% for 
training and 20% for testing. We then trained our data on 7 classification algo-
rithms and evaluated the performance using 5 metrics (accuracy, precision, re-
call, F1-score and AUC). Table 10 presents the evaluation results of the 7 senti-
ment classification models, indicating that the XGB and RF models are the best 
models for comment classification on our dataset, especially when using CountVec 
embedding. Both models obtain high values of accuracy, precision, recall, F1-score 
and AUC. A comparison of the two confusion matrices (Figure 10) shows that 
there are differences in the performance of the XGB and RF models. Although 
both models achieve high accuracy, the RF model has higher values for predict-
ing positive and negative comments, while the XGB model manages to classi-
fy neutral comments better. However, XGB has more true positives than RF,  
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Figure 9. (a) Wordcloud of the most frequent words in the balanced dataset; (b) Proportions of the different 
classes in the balanced dataset. 

 

 

Figure 10. (a) Random Forest (RF) confusion matrix; (b) XGBoost (XGB) confusion matrix. 
 
which justifies the fact that the XGB model has higher accuracy. In summary, 
the results of this study suggest that both XGB and RF models are effective for 
COVID-19 related sentiment analysis tasks on our dataset, and that the choice of 
embedding has a significant impact on the models’ performance.  
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Table 10. Results of the evaluation of the 7 classification models used.  

Embedding  Algorithm Accuracy Precision Recall F1-score AUC 

TF-IDF 

LR 56.55 57.48 56.55 56.67 76.01 

KNN 50.29 51.22 50.29 49.38 67.12 

DT 45.76 45.74 45.76 45.70 59.02 

RF 54.82 54.87 54.82 54.64 73.70 

AB 52.99 53.11 52.99 52.58 71.41 

XGB 56.94 57.08 56.94 56.77 75.27 

GB 57.71 58.08 57.71 57.43 75.23 

CountVec 

LR 76.35 76.77 76.35 76.40 88.66 

KNN 55.44 65.91 55.44 53.92 77.68 

DT 73.65 73.72 73.65 73.68 80.24 

RF 79.38 79.56 79.38 79.40 92.28 

AB 70.09 76.61 70.09 70.36 82.93 

XGB 79.38 80.95 79.38 79.60 92.25 

GB 72.93 76.05 72.93 73.25 88.01 

4.5. Topic Modeling and Recommendation  

Following the extraction of the 3666 comments classified as negative by the two 
approaches described in Section 4, we applied the LDA method to perform a 
topic modeling analysis. We tested different configurations of LDA, using dif-
ferent numbers of topics (20, 10 and 7) and different iterations (1000, 10000 and 
20,000). However, the LDA model with 7 subjects and 20,000 iterations obtained 
the best perplexity score, equal to 918. Figure 11 shows the 10 most frequent 
words in each topic. The 7 topics were identified with the following keywords: 

The most common words in topic 0 are “people”, “die”, “death”, “vaccine”, 
“COVID”, “vaccinate”, “case” and “million”. From these terms, it appears that 
the topic refers to mortality from COVID-19 as well as people’s reluctance to be 
vaccinated, which may indicate that people are concerned about the deadly con-
sequences of COVID-19. 

The most recurrent words in topic 1 are “people”, “mask”, “sick”, “wear”, “ill”, 
“work” and “time”. These phrases suggest that the topic is about pandem-
ic-related health issues such as mask wearing, sickness and absenteeism from 
work. 

The most frequent expressions in topic 2 are “vaccine”, “bad”, “effect”, “long”, 
“make”, “virus”, “year”, “time” and “know”. Based on these words, it can be as-
sumed that the topic addresses the long-term side effects of the COVID-19 vac-
cine and may show that the public is concerned about the likely long-term side 
effects of the vaccine and needs more information about it before making a deci-
sion. 

The most used words in topic 3 are “vaccine”, “people”, “say”, “think”, “want”,  
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Figure 11. The 10 most frequent words per topic in our corpus after applying LDA. 
 
“know”, “trust” and “fuck”. These words suggest that the topic is about the pub-
lic’s opinion of the COVID-19 vaccine and may indicate the public’s distrust of 
the vaccine’s safety and effectiveness. 

The most common terms in topic 4 are “dose”, “trial”, “vaccine”, “data”, 
“wrong”, “say”, “state”, “approve”, “pfizer” and “week”. It is possible to deduce 
from all of these words that the topic is about the COVID-19 vaccine trials and 
approval, and may show that the public is concerned about the number of doses 
and the vaccine trials, as well as the approval of the vaccines by the authorities. 

The most common words in topic 5 are “people”, “vaccine”, “test”, “way”, 
“work”, “thing”, “think”, “virus” and “home”. These words suggest that the topic 
is about the testing of the COVID-19 vaccine and how it works, and may indi-
cate that the audience wants more information about how the vaccine is tested 
and how it works. 

The dominant words in topic 6 are “people”, “like”, “pay”, “money”, “shit”, 
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“make”, “thing” and “use”. Analysing these phrases, it is plausible that the topic 
refers to the costs of the COVID-19 vaccine and may show that the public is con-
cerned about the costs of the vaccine and wants more information about its avail-
ability. 

However, this is a summary idea about the topics and only a reading and analy-
sis of the comments actually containing the most frequent words in each topic 
will give us in-depth information about the topics and shed light on the assump-
tions made. With this in mind, we have classified the comments into seven themes 
and summarised the comments according to the most frequent words, these re-
sults are recorded in Table 11. 

We therefore identified 23 sub-themes within the 7 initial topics given by the 
LDA. We then divided them into 6 distinct groups, as shown in Table 11. The aim 
here is to be able to make recommendations according to the challenges encoun-
tered. 

 
Table 11. Sub-topic appearing in each topic after effectively analyzing the comments related to the most frequent words in the 7 
comment clusters obtained by the LDA.  

  Topic 

Challenges Sub-topic 0 1 2 3 4 5 6 

Group 1 

Frustration with pandemic restrictions ×       

Frustration caused by the spread of fake news about vaccines       × 

Skepticism towards vaccines and prevention measures × × ×     

Group 2 

Conspiracy theories related to COVID vaccines  ×   ×  × 

Long and short-term side effects associated with the vaccine  ×  × × × ×  

Risks to children getting vaccinated    ×    

Group 3 

Criticisms of public health policies   ×       

Concerns about vaccine confidentiality issues  ×      

Priority questions in vaccination     × ×  

Concerns about mandatory vaccination      ×  

Problems related to access to healthcare       × 

Policy and the medical community in relation to vaccines       × 

Group 4 

Challenges to large-scale vaccine deployment  ×  × ×  × 

Difficulties in accessing vaccination for certain populations       ×  

Corruption in vaccine distribution   ×     

Criticism of the idea of charging people for the vaccine      ×  

Group 5 
Views on religion    ×      

Negative views on capitalism   ×     

Group 6 

Questions about vaccine approval before distribution     ×    

Government delays in approving vaccines     ×   

Problems with vaccine dose management and wastage     ×   

Differences between vaccines and their effectiveness     ×   

Concerns about virus mutations     ×   

https://doi.org/10.4236/jcc.2024.122006


L. D. Ngueleo et al. 
 

 

DOI: 10.4236/jcc.2024.122006 104 Journal of Computer and Communications 
 

For the Group 1 challenges of public frustration with pandemic-related re-
strictions and conflicting information about the vaccine, policy-makers need to 
communicate clear and accurate information about vaccines using regular and 
reliable communication channels. They also need to explain the scientific reasons 
for any restrictions and educate the public on how to detect fake news. 

Challenges in Group 2 include conspiracy theory related to COVID-19 vac-
cines, short and long term side effects, and the risks associated with the vaccine 
and for children who are vaccinated. One set of actions would be to communi-
cate scientific information to dispel myths and misinformation, to provide ac-
curate information on the possible side effects and risks associated with vaccina-
tion, and to educate parents on the importance of vaccinating their children for 
the protection of all. 

Group 3 has a variety of challenges that consist of criticisms of public health 
policies, concerns about vaccine confidentiality, issues of priority in vaccination, 
concerns about compulsory vaccination and finally concerns about the policy 
and medical community in relation to vaccines. In this case, several measures 
could be put in place, such as, the creation of vigilance committees representa-
tive of the population and health professionals, responsible for communicating 
and listening to the public’s criticisms, in order to provide clear explanations of 
each health policy adopted and to involve health professionals in the implemen-
tation of these policies. It would also be important to assure the public of the se-
curity of their personal data by opting for an anonymity strategy. Finally, an ac-
cessible and equitable vaccination strategy should be developed, prioritizing 
those most at risk and justifying this priority with sound scientific evidence. 

Group 4 is various challenges such as, difficulties in rolling out the vaccine on 
a large scale, difficulties in accessing vaccination for certain populations, corrup-
tion in vaccine distribution and criticism of the idea of charging people for the 
vaccine. A possible solution could be to develop well-designed roll-out strategies 
to ensure effective distribution and access to vaccination for vulnerable popula-
tions. Finally, there is a need to communicate transparently about the costs of 
vaccine production and distribution in order to prevent corruption. 

Group 5 consists of elements such as, views on religion and negative views on 
capitalism. In this case, it would be wise to recommend that public policy mak-
ers work with religious leaders to promote vaccination and dispel myths and 
misconceptions about the vaccine. Finally, it is good to educate the public about 
the importance of public-private collaboration. 

Finally, Group 6 includes concerns about vaccine approval, government de-
lays in approving vaccines, vaccine dose management, differences in vaccine ef-
ficacy, and concerns about virus mutations. To address these concerns, it would 
be useful to communicate the rigorous process of vaccine approval by regulatory 
authorities, to develop strategies to ensure effective and equitable management 
of vaccine doses, to provide clear and accurate information about the different 
vaccines available and their respective effectiveness, and to educate the public 
about how vaccines can be adapted to deal with new variants of the virus. 
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4.6. Comparison and Generatlisation of This Study 

Several authors, through their respective works, have examined the issue of he-
sitancy towards the COVID-19 vaccine on the Reddit platform in various ways. 
These studies stand out due to their focus on specific subreddit communities. A 
notable example is represented by the research of Duraivel et al. [32], who ex-
plored Reddit corpora generated by users, particularly focusing on the sub-
reddits r/askreddit, r/antivax, r/antivaccine, and r/AntiVaxxers. Similarly, this 
study and the one conducted by Tan and Datta [33] analyze the content of the 
“r/Coronavirus” subreddit to understand skepticism within the community at 
the beginning of the pandemic. The data collection periods differ, ranging from 
November 20, 2020, to January 17, 2021, for this study, and from January 20, 
2020, to January 31, 2021, for Tan and Datta’s study [33]. Additionally, Tan and 
Datta’s data analysis methods [33] involved using VADER to classify comments 
as negative or positive, followed by the application of the LDA method to deter-
mine underlying reasons for vaccine refusal. In contrast, this study combines 
TextBlob and Twitter-RoBERTa-Base to classify comments into three categories 
(positive, negative, and neutral) before applying the LDA method to negative 
comments. This study, like Tan and Datta’s [33], observes an equivalent ratio 
between positive and negative sentiments in the studied community. Ultimately, 
this study discovered 23 distinct topics for which the population was skeptical, 
while Tan and Datta [33] discovered 20. 

Our study’s methodology, focused on sentiment analysis using advanced NLP 
techniques within a specialized Reddit community, offers a versatile framework 
applicable to a variety of social contexts. This approach can be effectively adapted 
to analyze public opinion in different domains, such as political discourse, con-
sumer behavior, or other health-related issues on various social media platforms. 
The potential for this methodological approach to provide insightful data across 
diverse social situations underscores its value. While specific to our study’s con-
text, the underlying principles of our methodology have broader applicability, 
offering a robust tool for researchers examining public sentiment in different 
online environments. 

5. Conclusion  

In this study, we classified comments on the COVID-19 vaccine as positive, neg-
ative, or neutral. These comments were collected from the “r/Coronavirus” sub-
reddit dedicated to pandemic-related posts. The results indicated that ensemble 
methods like Random Forest (RF) and XGBoost (XGB), trained on comments 
vectorized with CountVectorizer, proved to be the best classifiers, yielding an 
average score of approximately 80% across all performance metrics (precision, 
recall, sensitivity, and F1-score). Additionally, employing the Latent Dirichlet 
Allocation (LDA) algorithm on negative comments from both labeling methods 
helped identify 23 challenges explaining public vaccine hesitancy. We grouped 
these challenges into six categories and provided sets of recommendations for 
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each challenge group. Finally, these recommendations primarily involve elements, 
such as transparent communication about vaccine-related decisions and policies, 
fairness in vaccine distribution, inclusion and representation of civil society ac-
tors and healthcare professionals in decision-making, as well as the improvement 
and update of current healthcare systems overall.  

6. Limitations and Future Works  

While our analysis has provided valuable insights into the consistent sentiment 
within our specialized Reddit group, it’s important to acknowledge certain limi-
tations. Focusing on contextualizing sentiment data within our stable environ-
ment may potentially limit the generalizability of our findings to other online 
communities. Additionally, excluding external factors, such as major events re-
lated to the approval and distribution of COVID-19 vaccines, could be considered 
a limitation as it might impact the broader applicability of our results. 

For future work, it would be beneficial to delve further into these limitations 
and assess the transferability of our approach to different social media contexts. 
Additionally, investigating the influence of external events on sentiment dynamics 
within specialized online communities could provide a more comprehensive un-
derstanding. These considerations will contribute to refining our methodology 
and expanding the scope of our findings in future research endeavors.  
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