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Abstract 
Aiming at the problem that existing models in aspect-level sentiment analysis 
cannot fully and effectively utilize sentence semantic and syntactic structure 
information, this paper proposes a graph neural network-based aspect-level 
sentiment classification model. Self-attention, aspectual word multi-head at-
tention and dependent syntactic relations are fused and the node representa-
tions are enhanced with graph convolutional networks to enable the model to 
fully learn the global semantic and syntactic structural information of sen-
tences. Experimental results show that the model performs well on three pub-
lic benchmark datasets Rest14, Lap14, and Twitter, improving the accuracy of 
sentiment classification. 
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1. Introduction 

The Internet has become inseparable from people’s daily life, and people’s sub-
jective comments on popular events have become an important way to express 
their opinions and emotions. Sentiment Analysis (SA) is a hot research direction 
in natural language processing. The process of analyzing, generalizing and sum-
marizing comments with subjective emotional tendencies is called sentiment anal-
ysis [1]. Depending on the text granularity of sentiment analysis, it can be cate-
gorized into: document-level, sentence-level, and aspect-level [2]. Among these, 
Aspect-based Sentiment Analysis (ABSA) aims to determine the sentiment po-
larity of a given aspectual term in a sentence: positive, negative, neutral. 

Document-level and sentence-level sentiment analysis is only for the overall 
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sentiment polarity of the whole sentence or document, which is not suitable for 
the case where the sentence contains different sentiments. As shown in Figure 1, 
the example sentence contains (in red) two “aspects”: “food” and “environ-
ment”. “Food” has a negative affective polarity; the aspect “environment” has a 
positive affective polarity. It can be seen that the goal of ABSA is to analyze atti-
tudes or affective tendencies towards a certain entity, which is important for 
predicting future activities or guiding public opinion in order to make targeted 
decisions. 

The key to the ABSA task is to obtain and establish the dependencies between 
aspect words and their corresponding emotion words from the context. Previous 
studies have mainly used the attention mechanism to model the correlation be-
tween aspect words and context, but due to the complexity of sentence structure, 
on the one hand, the attention mechanism is affected by the noise in the sen-
tence, i.e., words that are not related to the aspect words, and on the other hand, 
the attention does not blend the syntactic information between the aspect words 
and the emotion words well. 

Given that the syntactic structural information between aspect words and 
their corresponding sentiment words can provide help for sentiment polarity 
prediction, the method of constructing Graph Neural Network (GNN) based on 
dependency trees has become an important direction of ABSA research in recent 
years [3]. This type of research parses sentences into dependency syntax trees 
that express whether there are dependencies between different words and can be 
directly used in Graph Convolution Network (GCN). This type of model utilizes 
the syntactic structure information of the sentence, but if there is no direct syn-
tactic relationship between the aspect words and sentiment words in the sen-
tence, the performance of the model will be affected. For example, in Figure 1, 
there is a dependency between “food” and the emotion word “good”, and there 
is also a dependency between “environment” and “good”, if we only consider the 
dependency relationship, the model will get wrong judgment, and for the rela-
tionship between the aspect word “food” and the word “not”, we need to obtain 
the relationship through two layers of GCN. The relationship between the aspect 
word “food” and the word “not” needs to be obtained through two layers of GCN, 
which will also make the aspect word “environment” obtain the dependency rela-
tionship with the noise word “not”. Therefore, it is not enough to utilize only the 
structural information of the dependency syntactic tree, but the semantic infor-
mation of the aspect word and the context should be fully considered in the 

 

 
Figure 1. An example with a dependency tree. 
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sentiment analysis. 
In order to fully utilize the sentence structure information, Zhang et al. [4] 

first proposed to construct a model of GCN using dependent syntactic trees, ob-
taining syntactic structure through dependent syntactic relations, and mining 
syntactic information by using GCN. Sun et al. [5] utilized BiLSTM to provide 
the original node feature vectors, and augmented the feature vectors learned by 
BiLSTM by using GCN, and used syntactic information as the GCN edge infor-
mation for modeling. Zhang et al. [6] argued that previous models did not con-
sider different types of syntactic dependencies and proposed a new architecture 
that uses a global lexical graph to encode corpus-level word co-occurrence in-
formation, builds concept hierarchies on both syntactic and lexical graphs for 
distinguishing different dependencies, and finally makes full use of both graphs 
by using a two-layer interaction graph convolutional network. 

In order to enhance the semantic or structural information, Xu et al. [7] pro-
posed multi-head self-attention and multi-head interactive attention, which 
capture the contextual information through the attention coding layer, integrate 
the syntactic information through the attention-enhanced graph convolution, 
and finally integrate the information using the multi-head interactive attention 
to obtain the final feature representations. Wang et al. [8] put the word position-
al distance feature into graph convolutional network, and at the same time, util-
ize the textual word syntactic distance features to weight the adjacency matrix of 
the graph convolutional network, and designed semantic interaction and syntac-
tic interaction to deal with the semantic and syntactic information between 
words respectively. Cui et al. [9] constructed a syntactic graph attention network 
based on the dependency syntactic tree, with the distinction of the importance of 
the real line dependency relationship to effectively establish the relationship be-
tween the target word and the sentiment word, and constructed a global graph 
attention network to mine the target and the sentiment words’ missing relation-
ship to further improve the model performance. Zhu et al. [10] constructed text 
sequence graph and augmented dependency graph to utilize the rich structural 
information, meanwhile, proposed two kinds of attention networks to learn the 
sentence representation from different perspectives, and merged the above two 
kinds of information to get the final representation of the sentence. 

However, the above methods usually only enhance the semantic representa-
tion of sentences or allow the model to learn richer information about depen-
dencies, but neglect the effective fusion of syntactic structural information and 
semantic information, and the model is unable to take into account both syntac-
tic structural information and semantic information. In this paper, two attention 
mechanisms, multi-head attention and multi-head self-attention, are used to 
learn different semantic information of a sentence, while the dependent syntactic 
tree provides syntactic structure information for the model, which effectively 
fuses the two different kinds of information and improves the performance of 
the model. A graph convolutional network model (GCN combines semantic and 
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syntactic structure information (CSSGCN)) is proposed, and the CSSGCN mod-
el utilizes two different attention mechanisms to capture different semantic in-
formation respectively, and the aspect word attention mechanism captures the 
aspect word with its context and the self-attention mechanism captures global 
semantic information. Unlike the models proposed in previous studies, this model 
enhances the traditional GCN model by representing the semantic information 
captured by the two attention mechanisms as an attention score matrix, which is 
fused with a neighbor matrix with sentence dependencies and structural infor-
mation. Finally, aspect-specific features for aspect word sentiment classification 
are obtained using multilayer graph convolution operations. 

2. Related Technologies 
2.1. Dependent Syntactic Tree 

Dependency syntax was first proposed by the French linguist L. Tesniere, which 
analyzes a sentence as a dependency syntactic tree, describing the dependencies 
between individual words. These dependencies express the semantic dependen-
cies between the components of the sentence. The dependencies between all 
words form a syntactic tree, and the root node of the tree is the core predicate of 
the sentence, which is used to express the core content of the whole sentence. By 
depending on the dependencies in the syntactic tree, two words with a specific 
syntactic relationship can be obtained. Two lexemes with a dependency relation 
are not necessarily adjacent to each other, and there are often other lexemes be-
tween the two lexemes. 

Dependency relations are represented by a core word (head) and a dependent 
word, each core word corresponding to the center of its constituent (e.g., a noun 
to a noun phrase, a verb to a verb phrase). The most commonly used relations 
fall into two main categories: subordinate clause relations and modifier rela-
tions. 

Dependency structures are mostly interconnected, have a specified root node, 
and are either acyclic or planar, so a dependency tree is a directed graph with a 
single specified root node that has no incoming arcs, every node except the root 
node has one and only one incoming arc, and every node from the root node to 
every node has one and only one a path from the root node to each node. Since 
dependent syntax results in a directed graph, where words are nodes and di-
rected edges between words represent the syntactic relationships between them, 
existing research tends to utilize methods based on graph structures, such as 
graph convolutional neural networks. 

2.2. Graph Convolutional Neural Network 

Deep learning has achieved good results in many fields due to its powerful fea-
ture extraction and fitting capabilities, replacing traditional machine learning 
and manual feature extraction methods. However, traditional deep learning me-
thods are usually more suitable for data represented in Euclidean space, and 
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cannot solve the problem of non-Euclidean space well. Data in non-Euclidean 
space is usually represented by graphs, which represent the relationships be-
tween objects. 

The graph structure is relatively complex and generally not neat; a network 
contains different numbers of nodes, and different nodes also contain different 
neighbors. This makes traditional neural network operations (e.g., convolutional 
operations, etc.) not work well on graph structures. Another point is that tradi-
tional machine learning methods usually assume that the samples are indepen-
dent of each other, but on a graph structure, the samples are usually connected 
to each other. A graph structure is usually denoted by G=(V, E), where V de-
notes the set of nodes and E denotes the set of edges. In order to apply deep 
learning methods to graph structures, Graph Neural Network (GNN) has been 
proposed. Some important neural network operations are also redefined on 
graph structures, such as the traditional convolution operation, where each pixel 
can be viewed as a point, and then weighted and summed with the surrounding 
points. For graph structure, a similar approach can be taken for convolution by 
weighting and summing the neighbors of a node on the graph as shown in Fig-
ure 2. 

Graph Convolution Neural Networks (GCNNs) methods are categorized into 
two groups, spectral domain based methods and null domain based methods. 
Spectral domain based methods define graph convolution by introducing filters 
from the perspective of graph signal processing, where the graph convolution 
operation is interpreted as the removal of noise from the graph signal. Null do-
main based methods represent graph convolution as aggregating feature infor-
mation from neighbors. The graph convolution neural network has four fea-
tures: 

1) GCN is a natural generalization of convolutional neural networks to 
graphs. 

 

 
Figure 2. Nodes of the graph are updated. 
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2) GCN is capable of end-to-end learning of node feature information and 
structural information at the same time, which is currently the best choice for 
the task of learning graph data. 

3) GCN Extremely broad applicability, applicable to nodes and graphs of any 
topology. 

4) GCN works far better than other methods on public datasets for tasks such 
as node classification and edge prediction. 

3. The CSSGCN Model 

The CSSGCN model utilizes the aspect word attention mechanism to capture the 
local semantic information of the aspect word with its context; and the 
self-attention mechanism to capture the global semantic information. The se-
mantic information captured by the two attention mechanisms is represented as 
an attention score matrix and fused with a neighbor matrix with sentence de-
pendencies and structural information to enhance the traditional GCN model 
[11]. Finally, aspect-specific features for aspect word sentiment classification are 
obtained using multilayer graph convolution operations. The overall architec-
ture is shown in Figure 3, which shows that the model is mainly composed of 
five parts: input and word vector embedding layer, Bi-LSTM layer, attention 
layer, dependency syntax layer, and graph convolution network layer. 

3.1. Input and Word Vector Embedding Layer 

For the preprocessed text, the model takes as input the sentence aspect pair 
( ),s a , where s is a sentence of length n, { }1 2, , , ns s s s= � , a is an aspect of 
length m, { }1 2, , , ma a a a= � , and is also a subsequence of the sentence s, The 
pre-trained GloVe word vectors [12] are used to map each word in the input ut-
terance to a low-dimensional real-valued vector to obtain the embedding matrix 

embV dE ×∈� , |V| is the size of the vocabulary, and embd  denotes the dimension 
of each word vector. Thus sentence s has the corresponding word embedding 

{ }1 2, , , nx x x x= � . 

3.2. Bi-LSTM Layer 

The sentiment expressed by words is affected by contextual information, as 
shown in Figure 1, “The food is not as good as the restaurant’s environment”, 
where “not” is the negation of “good”. “LSTM can learn the information from 
the front to the back of the sentence during the training process, but it cannot 
encode the information from the back to the front, so Bi-LSTM is used to learn 
the hidden information in the context, which is a combination of forward and 
backward LSTM combined. The forward LSTM for sentence s is denoted as  

{ }F
1 2, , , n=

���� ��� ��� ���
�H h h h , and the backward LSTM for sentence s is denoted as 

{ }B
1 2, , , n=

���� ��� ��� ���
�H h h h , The corresponding vectors of F

����
H  B

����
H  are spliced to the 

final hidden state vector { }1 2, , , nH h h h= �  generated by Bi-LSTM, where  
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Figure 3. The overall architecture of CSSGCN. 
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2d
ih ∈� , H contains a subsequence of the corresponding aspect word, and H is 

used as the initial input to the model. 

3.3. The Attentional Layer 

The attention mechanism captures the interaction between aspectual words and 
context [13], as shown in Figure 2, both aspectual and self-attention matrices 
are composed of t attention adjacency matrices, representing both are generated 
by the t-head attention mechanism, t is a hyperparameter, and the fusion of the 
two attention matrices leads to a better semantic characterization of the model. 

3.3.1. Multi-Attention Mechanisms for Aspect Words 
Aspect-level sentiment analysis aims to determine the sentiment polarity of a 
particular aspect in a contextual sentence, so it needs to model specific in-
ter-semantic associations based on different aspect words. In this paper, we use 
the aspect word multi-head attention mechanism which is designed to allow the 
model to learn the contextual semantic information associated with the aspect 
words. So the vectors of hidden states of aspect words are used as query in the 
attention computation, and the vectors of hidden states generated by the coding 
layer are used as key, and both of them do the attention computation to make 
the model get the attention matrix of aspect words. 

 ( )( )T

aspect tanhi a k
aA H W KW b= × +  (1) 

In Equation (1), K is equal to the hidden state vectors H, a d dW ×∈�  and 
k d dW ×∈�  generated by the coding layer, and n d

aH ×∈�  is obtained as a re-
presentation of the aspect word by average pooling of ah  and then copying it n 
times. In this paper, the aspectual attention mechanism of t-heads is used to ob-
tain the attention scores of the sentences, and aspect

iA  denotes the attention ma-
trix obtained from the i-head. 

3.3.2. Self-Attention Mechanism 
Similar to the multi-head aspect attention mechanism, in this paper self A , it is 
also possible to construct a self-attention mechanism with t heads, which cap-
tures the semantic information between any two words in a single sentence, and 
the hidden state vectors outputted by the coding layer provide the query and key 
for the attention computation: 

 
( )T

self 

Q K
i

k

QW KW
A

d

×
=  (2) 

Q and K in Equation (2) are derived from the hidden vector H produced by the 
coding layer, Q d dW ×∈�  and K d dW ×∈�  are the weights that can be learned, 
and kd  is the dimensionality of the vector obtained after the KKW  calculation. 

3.4. Dependent Syntax Layer 

A dependency syntax tree can be interpreted as a graph G with n nodes, where 
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nodes denote words in a sentence and edges denote syntactic dependency paths 
between words in the graph. The dependency tree G of any sentence can be 
represented as an n n×  adjacency matrix D. If node i is connected to node j 
through a single dependency path in G, then 1ijD = , otherwise 0ijD = , as 
shown in Equation (3): 

 
1, Nodes ,   have dependencies
0, Nodes ,   do not have dependenciesij

i j
D

i j


= 


 (3) 

In the previous section, the t-head attention mechanism can obtain t attention 
matrices, so we copy the matrix D t times so that the number of dependent syn-
tactic adjacency matrices is the same as the number of attention matrices as 
shown in Equation (4): 

 { }1, , tDD D= �  (4) 

We fused the multi-head attention score matrix focusing on aspects, the mul-
ti-head self-attention score focusing on global semantic information, and the 
adjacency matrix with dependent syntactic structural information to obtain a 
matrix  

iA  rich in semantic and syntactic structural information, as shown in 
Equation (5) as follows. 

 ( ) aspect selfsoftmaxi i i iA A A D= + +  (5) 

Matrix  
i n nA ×∈�  based on fusing semantic information syntactic structure 

information. 

3.5. Graph Convolutional Network Layer 

The dependent syntax layer produces t different matrices t n nA × ×∈�  rich in 
semantic and syntactic information, so t graph convolution operations are re-
quired in each layer of the graph convolution network. If 1lh −  is taken as the 
input state, and lh  is denoted as the layer l output state, then 0h  is denoted as 
the output after the sentence encoding layer (Bi-LSTM). Each node in the lth 
layer GCN is updated according to the hidden representation of its neighbor-
hood: 

 1

1

n
l l l l
i ij j

j
h A W h bσ −

=

 
= + 

 
∑  (6) 

In Equation (6) l
ih  denotes the hidden state representation of node i in the 

lth layer GCN, lb  denotes the bias of the lth layer GCN, lW  denotes the li-
near change weight, which is a learnable parameter matrix, and σ  denotes the 
nonlinear activation function, and ijA , which is enriched with semantic-syntactic 
information, will be used as the adjacency matrix of the GCN. The final output 
of the lth layer GCN is denoted as hl, as shown in Equation (7): 

 { }1 2, , ,l l l l
nH h h h= �  (7) 

After aggregating the node information at each layer of GCN, the final feature 
representation of the word is obtained. The non-aspect word representations in 
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the feature representations output by the GCN are masked to obtain the aspect 
word feature representations, and the aspect word feature representations l

ah  
retained most of the aspect information through average pooling. 

 ( )1 2
, , ,

m

l l l l
a a a ah f h h h= �  (8) 

The ( )f ⋅  in Equation (8) represents the average pooling function used to 
augment the aspect representation through the GCN layer. The representation 

l
ah  of aspect words is fed into the linear layer after passing through the Softmax 

function in order to obtain the sentiment classification probability. 

 ( ) ( )softmax l
c cac a W h b= +  (9) 

In Equation (9) cW  and cb  are learnable parameters. 

3.6. Train 

The cross-entropy loss function is used as the loss function in this paper: 

 ( ) ( )
( ),

log
s a c

L c aθ
∈ ∈

= − ∑ ∑
 

 (10) 

The cross entropy as loss function benefit is that using the sigmoid function in 
gradient descent avoids the problem of reduced learning rate of the mean square 
error loss function. 

In Equation (10),   contains all pairs of aspects of a sentence, a denotes the 
aspect that occurs in the sentence. θ  denotes all trainable parameters, and   
is the set of sentiment polarities. 

4. Experimentation and Analysis 
4.1. Datasets 

In this paper, experiments were conducted on three publicly available datasets 
based on fine-grained sentiment analysis including: the SemEval2014Task 4 res-
taurant review dataset [14] Rest14 and the laptop review dataset Lap14, and the 
Twitter tweet review dataset [15]. Each dataset is composed with real reviews, 
and each review aspect word has agyhg5 sentiment polarity corresponding to it, 
and the sentiment polarity includes: positive, neutral and negative. In this paper, 
Sun et al. preprocessing method is adopted to process the datasets, and the sta-
tistical results of each dataset after processing are shown in Table 1. 

4.2. Comparison Experiment 

In order to evaluate the performance of the CSSGCN model, this paper com-
pares the model baseline model with some models with advanced performance. 

ATAE-LSTM [16]: this model uses information about the context and aspec-
tual words in a sentence for splicing and modeling through an attention me-
chanism. 

ASGCN: This model proposes to model GCN based on dependency trees to 
learn the syntactic information of sentences and word dependencies. 
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Table 1. Statistics for the three experimental datasets. 

Datasets Clusters Aggressive Neutral Negativity 

Rest14 
Train 2164 637 807 

Test 727 196 196 

Laptop 
Train 976 455 851 

Test 337 167 128 

Twitter 
Train 1507 3016 1528 

Test 172 336 169 

 
CDT: This model learns sentence feature representations via BiLSTM, which 

learns sentence-wise feature representations via dependency tree-based GCN 
convolution. 

BiGCN: This model constructs a grammar graph based on dependency trees 
constructs a vocabulary graph based on word co-occurrence relations and de-
signs an interactive graph convolutional network to learn node features. 

AEGCN: This model represents the text in a two-channel form utilizing a 
multi-head attention mechanism as well as an improved GCN based on depen-
dency trees, and enhances the representation using interactive attention. 

MIGCN: This model employs a Multi-Interaction Graph Convolutional Net-
work for the fusion of semantic and syntactic features, while utilizing semantic 
information to complement syntactic structure and address the noise from de-
pendent parsing. 

DGAT: The model uses a syntactic graph attention network to realize the dif-
ferentiation of the importance of dependent syntactic relations, to more effec-
tively establish the relationship between aspect words and emotion words, and 
thus to obtain a more accurate representation of emotion features. 

SEDC-GCN [13]: this model proposes two kinds of specific attention, one se-
mantic-specific and the other aspect-specific structural, to learn sentence repre-
sentations from two different perspectives. 

In Table 2, from the experimental results, it can be seen that the CSSGCN mod-
el is more effective than the model modeled by just using LSTM alone or the at-
tention mechanism (ATAE-LSTM), indicating that using only the attention 
mechanism ignores the syntactic structural information, and the model is less 
capable of recognizing for the case where the context and aspectual words are far 
away from each other. Some models using GCN and GAT (CDT, TD-GAT, 
BiGCN, etc.) use graph convolution or graph attention networks that can capture 
dependencies on long-distance words in the context, but lack information be-
tween context and aspectual words. For enhancing semantic information or de-
pendencies graph convolution models (AEGCN, MIGCN, DGAT, SEDC-GCN) 
improve the accuracy of the model but do not interactively fuse syntactic struc-
tural information with semantic information the model effect is limited. 

CSSGCN’s model accuracy and F1 values in the three publicly available datasets  
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are better than or close to those of the other models. CSSGCN makes full use of 
semantic and syntactic structural information, which allows the model to learn 
information that is useful for the final sentiment categorization, and thus im-
proves the model accuracy. 

4.3. Ablation Experiment 

In order to further verify the effectiveness of each module on the model, the re-
sults of the ablation experiments on the model in this paper are shown in Table 
3: 

1) w/o-As: removal of self-attention mechanisms. 
2) w/o-Aa: Removing aspectual attention mechanisms. 
3) w/o-Dt: removal of syntactic structure information. 
Firstly, the CSSGCN model is considered as the baseline model, and it is 

shown in Table 3 that removing the self-attention mechanism reduces the per-
formance of the model, which verifies the importance of the global information 
of the sentence for aspect-level sentiment analysis. If the attention mechanism 
for aspectual words is removed, it shows that the model lacks the ability to cap-
ture aspectual semantics, resulting in 0.93%, 1.73%, and 1.63% lower accuracy 
for Res14, Laptop, and Twitter, respectively. This indicates that capturing the  

 
Table 2. Experimental results. 

Models 
Res14 Laptop Twitter 

Acc F1 Acc F1 Acc F1 

ATAE-LSTM 77.20 - 68.70 - - - 

ASGCN 80.77 72.02 75.55 71.05 72.15 70.40 

CDT 82.30 74.02 77.19 72.99 74.66 73.66 

BiGCN 81.97 73.48 74.59 71.84 74.16 73.35 

AEGCN 81.43 73.66 75.91 71.88 73.86 71.59 

MIGCN 82.32 74.31 76.59 72.44 73.31 72.12 

DGAT 82.68 75.53 76.49 72.75 73.99 72.53 

SEDC-GCN 83.30 77.51 77.74 74.68 74.42 73.37 

CSSGCN 83.82 76.80 78.96 75.77 75.04 74.20 

 
Table 3. Results of ablation experiments. 

Models 
Res14 Laptop Twitter 

Acc F1 Acc F1 Acc F1 

w/o-As 82.48 74.64 77.68 73.96 73.56 71.91 

w/o-Aa 82.89 74.90 77.23 74.26 73.41 71.93 

w/o-Dt 83.02 75.32 77.85 73.84 74.15 72.51 

CSSGCN 83.82 76.80 78.86 75.77 75.04 74.20 
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semantic relationship between aspectual words and context is indispensable to 
the model. Removing the components with syntactic structure information leads 
to a decrease in the accuracy of Res14, Laptop, and Twitter by 0.80%, 1.11%, and 
0.89%, respectively, which proves that the addition of syntactic structure infor-
mation to the model improves the categorization accuracy, so that each compo-
nent contributes to the model’s ability to learn richer information and thus im-
prove the model’s performance. 

4.4. Effect of GCN Layers on Results 

In order to study the effect of the number of GCN layers on the CSSGCN model, 
this paper conducts experiments on three public datasets to analyze the effect of 
the accuracy and F1 value when the number of GCN layers L is used. The expe-
rimental results are shown in Figure 4 and Figure 5, and the model works best 
when the number of GCN layers L = 2. When the number of GCN layers is less 
than 2, the node information cannot be transferred and updated, and the seman-
tic information between the nodes is not sufficiently learned. If the number of 
GCN layers is too many, the parameters will be increased accordingly which will 
cause the model to be difficult to converge or the gradient will disappear. 

4.5. Example Analysis 

In order to verify whether the fused syntactic and semantic information is help-
ful to the model, this paper selects an instance on Res14 for the visual analysis of 
the weights, as shown in Figures 6-8, where the darker the color means the 
larger the value of the weights. The sample contains the aspectual word “staff”, 
from a syntactic and semantic point of view, if we want to correctly recognize the 
sentiment polarity of the aspectual counterpart, we should pay more attention to  

 

 
Figure 4. Effect of the number of GCN layers on accuracy. 
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Figure 5. Effect of F1 values of GCN layers. 

 

 
Figure 6. Weight of self-attention. 

 
“should be”, but the self-attention mechanism incorrectly focuses on “dreadful”. 
The self-attention mechanism incorrectly focuses on “dreadful”, but for the as-
pectual attention mechanism, although it notices “should be”, the main focus is 
still on “dreadful”. For the aspectual attention mechanism, although it notices 
“should be”, the main focus is still on “dreadful”, and if the model understands 
the sentence in this way, it will make wrong predictions. For the model that fuses 
syntactic and semantic information, the main focus of attention is on “should 
be”, which indicates that fusing syntactic and semantic information facilitates  
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Figure 7. Weight of aspect-attention. 

 

 
Figure 8. Weight of the fused information. 

 
the model to judge the correct sentiment polarity. 

5. Conclusion 

In the aspect-level sentiment analysis task, this paper proposes a CSSGCN model 
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that fuses semantic information with syntactic structure information, which solves 
the problem that semantic and syntactic information cannot be effectively fused. 
Two attention mechanisms are utilized to fully obtain the semantic information 
in the utterance, and the dependency tree is utilized to extract the structural in-
formation of the utterance. The experimental results as well as the example 
analysis show that CSSGCN can effectively improve the classification accuracy 
by using the fused information. 
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