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Abstract 
Clustering a social network is a process of grouping social actors into clusters 
where intra-cluster similarities among actors are higher than inter-cluster si-
milarities. Clustering approaches, i.e., k-medoids or hierarchical, use the dis-
tance function to measure the dissimilarities among actors. These distance 
functions need to fulfill various properties, including the triangle inequality 
(TI). However, in some cases, the triangle inequality might be violated, im-
pacting the quality of the resulting clusters. With experiments, this paper ex-
plains how TI violates while performing traditional clustering techniques: 
k-medoids, hierarchical, DENGRAPH, and spectral clustering on social net-
works and how the violation of TI affects the quality of the resulting clusters. 
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1. Introduction 

A social network refers to a structure composed of individuals or entities or ac-
tors (nodes) connected by various types of relationships or interactions (edges). 
These networks can represent social relationships, professional connections, in-
formation flow, or any type of interconnected system where nodes and their in-
teractions can be analyzed. Social networks provide a framework for under-
standing how individuals or entities are connected and how information or in-
fluence spreads within these structures. 

Clustering of such a network is a process of grouping actors into disjoint clus-
ters. Similarities among actors within the same cluster are higher compared with 
the similarities among actors between clusters. 
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Traditional clustering approaches use distance functions to measure similari-
ties among actors. Among other properties, distance functions must adhere to 
the triangle inequality (TI). For example, for three actors a, b, and c, TI states 
that “if a is close to b and b is close to c, then a and c cannot be far away from 
each other”. That means, 

( ) ( ) ( ), , ,d a c d a b d b c≤ +  
The significance of the triangular inequality in creating effective clustering 

methods was highlighted by Elkan [1], leveraging it to notably speed up the 
k-means algorithm. Additionally, Kryszkiewicz and Lasek [2], used the triangle 
inequality to enhance the search efficiency within the neighborhood space for 
the TI-DBSCAN version of DBSCAN. 

But sometimes TI is violated. For example, consider a social network of seven 
actors { }, , , , , ,a b c d e f g . Figure 1 shows the resulting clusters { }, , , ,a b c d f  
and { },e g . It is clearly visible in cluster { }, , , ,a b c d f  that the triple { }, ,a b c  
has two edges among them. There is an edge between { },a b  and an edge be-
tween { },b c , but there is no edge between { },a c . This indicates that the dis-
tance between a and c is greater than the combined distances from a to b and 
from b to c. Consequently, the closeness of c is affected as a is near b but distant 
from c. Thus, the triple { }, ,a b c  violates the triangle inequality property. To get 
meaningful clusters, actors a and d must belong to different clusters. 

2. Preliminaries 

A social network can be seen as a graph. A graph, composed of vertices and 
edges, elucidate connections and structures within various systems. To quantify 
these connections, distance measures play a fundamental role, capturing the ex-
tent of separation or closeness between nodes. The adjacency matrix, a corner-
stone in graph analysis, encapsulates these relationships succinctly, portraying 
the connectivity between nodes through a binary or weighted representation. 

2.1. Graph 

A graph ( ),G V E=  comprises a finite set of n vertices { }1,2, ,V n= �  and a 
finite set of edges E V V⊆ × , representing pairs of distinct vertices. Vertices u  

 

 
Figure 1. k-medoids clustering. 
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and v are considered adjacent (or neighbors) if ( ),u v E∈ . The neighborhood of 
a vertex v, symbolized as ( )N v  (or ( )GN v  when specific mention of the 
graph is needed), is defined as ( ) ( )| ,N v u V u v E= ∈ ∈ . 

When clustering social networks, distance metrics are pivotal for quantifying 
how alike or different nodes (representing individuals) are within the network. 
These metrics help identify clusters or communities of nodes that exhibit com-
parable connection or interaction patterns. 

2.2. Distance Measure 

A distance ( ),d x y  between two nodes x and y fulfils the following properties: 
• Non-negativity: ( ), 0d x y ≥  for all x and y. 
• Identity of indiscernibles: ( ), 0d x y =  only if x y= . 
• Symmetry: ( ) ( ), ,d x y d y x=  for all x and y. 
• Triangle inequality: ( ) ( ) ( ), , ,d x z dist x y d y z≤ +  for all x, y and z. 

Measures that meet all the specified properties are referred to as metrics. 
These properties can prove advantageous in specific applications; for instance, 
when the triangle inequality property holds, it enables more efficient clustering 
processes. 

2.3. Adjacency Matrix 

An adjacency matrix { }ijA a=  with threshold th can be derived from a dissi-
milarity matrix where 

1 if
0 otherwise

ij
ij

d th
a

≤
= 
  

3. Clustering Approaches 

The clustering techniques we’ll explore next are versatile for graph adaptation, 
relying on a broad distance or similarity measure. We’ll briefly assess their com-
patibility and guide readers toward comprehensive details about these methods. 

3.1. Partitioning Methods 

The primary objective behind partitioning data objects into k distinct clusters is 
to discern sets where members exhibit high similarity within their own cluster 
while demonstrating significant differences from members in other clusters. The 
Partitioning Around Medoids (PAM) technique, pioneered by Kaufman and 
Rousseeuw [3], strives to find a central and representative entity referred to as a 
“medoid” for every cluster. These medoids symbolize the entities holding the 
most central positions within their individual clusters. PAM’s approach centers 
on representing clusters by their medoids, hence it’s commonly known as the 
k-medoids algorithm. 

At the outset, a set of k objects is chosen as the starting medoids. Throughout 
the algorithm’s iterations, non-medoid dataset objects are assessed individually 
to potentially replace existing medoids. This process aims to find more suitable 
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medoids, minimizing the overall cost by exchanging them with unselected ob-
jects. 

3.2. Hierarchical Methods 

Hierarchical clustering constructs a cluster hierarchy, often depicted as a den-
drogram or a clusters tree. Each cluster node contains child clusters, and sibling 
clusters separate the data points covered by their shared parent. This method al-
lows for multi-level data exploration. There are two main categories of hierar-
chical clustering: agglomerative (bottom-up) and divisive (top-down) (Jain and 
Dubes [4]). In agglomerative clustering, the process begins with individual (sin-
gleton) clusters and progressively merges the most compatible clusters. In divi-
sive clustering, the process starts with a single cluster comprising all objects and 
recursively divides the most suitable clusters. This process continues until a 
stopping criterion, often the desired number of clusters, is reached. 

The single linkage method stands as a widely acknowledged agglomerative 
hierarchical clustering technique. Initially, the distance between each pair of in-
dividual data points (or clusters, in the initial stage) is computed. This distance 
is usually defined by a chosen metric, like Euclidean distance or other appropri-
ate measures based on the data. The method identifies the closest pair of points 
or clusters based on the shortest distance (single link) between any two points, 
each from a different cluster. These clusters are then merged into a new cluster. 
After merging, the distances between the newly formed cluster and other clusters 
or points are recalculated. It considers the distance between the new cluster and 
other clusters as the minimum distance between any point from the new cluster 
and any point from the other clusters. It iterates, continually identifying the 
closest pair of clusters or points and merging them until a stopping condition is 
met. This could be a predetermined number of clusters or when a specific crite-
rion is satisfied. 

3.3. DENGRAPH 

DENGRAPH is a density-based graph clustering algorithm introduced by Fal-
kowski et al. [5]. Its primary purpose is to detect clusters of similar nodes within 
graphs that may contain a significant amount of noise objects. Within the graph, 
clusters are delineated as regions exhibiting high node density, demarcated by 
regions characterized by lower node density. DENGRAPH identifies these 
neighborhoods by employing a specific radius (ε) and a minimum number of 
nodes (MinPts) to ensure their density. Nodes possessing such neighborhoods 
are known as “core nodes”. Nodes lacking these neighborhoods are classified ei-
ther as “border nodes” if they fall within the neighborhood of a core node or as 
“noise nodes” otherwise. 

3.4. Spectral Clustering 

Spectral Clustering is a clustering method that relies on the interconnections 
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between data points to create clusters. It utilizes the eigenvalues and eigenvectors 
of the data matrix to project the data into a lower-dimensional space for cluster-
ing. This approach is rooted in the concept of representing data as a graph, 
where data points are nodes, and the relationships between data points are de-
noted by edges as described by von Luxburg [6]. 

4. Experimental Results 

To identify how triangle inequality is violated while performing traditional clus-
tering approaches on social networks, several experiments are performed. A 
small social network of 10 people {siam, ayon, alan, joe, eliza, diana, lina, ayuba, 
deba, kayle} is considered, which is easy to understand. The Fruchterman-Reingold 
[7] algorithm is used to visualize a network that takes the adjacency matrix of a 
network as input. 

After calculating dissimilarities among pairs of people using Euclidean dis-
tance function, a dissimilarity matrix D is obtained as: 

0 0.01 0.62 0.84 0.45 0.34 0.96 0.22 0.51 0.11
0.01 0 0.78 1.24 0.99 0.30 0.22 0.89 0.54 0.11
0.62 0.78 0 0.42 0.51 0.31 0.11 0.51 0.87 0.13
0.84 1.24 0.42 0 1.05 0.08 0.84 0.25 0.56 0.19
0.45 0.99 0.51 1.05 0 0.94 0.54 0.36 1.35 0.37
0.34 0.30 0.31 0

D =
.08 0.94 0 0.15 0.25 0.03 0.54

0.96 0.22 0.11 0.84 0.54 0.15 0 0.43 0.36 0.53
0.22 0.89 0.51 0.25 0.36 0.25 0.43 0 0.73 0.22
0.51 0.54 0.87 0.56 1.35 0.03 0.36 0.73 0 0.33
0.11 0.11 0.13 0.19 0.37 0.54 0.53 0.22 0.33 0

 
 
 
 
 
 
 
 
 
 
 



 






 

It is clearly visible inside the dissimilarity matrix that the triple, for example, 
{0.34, 0.15, 0.96} violates the triangle inequality property. That means 

( ) ( ) ( ), , ,

0.96 0.34 0.15 0.96 0.49

d siam lina d siam diana d diana lina≤ +

⇒ + ⇒   

An adjacency matrix Adj  can be derived from the dissimilarity matrix for a 
threshold 0.7th =  as: 

1 1 1 0 1 1 0 1 1 1
1 1 0 0 0 1 1 0 1 1
1 0 1 1 1 1 1 1 0 1
0 0 1 1 0 1 0 1 1 1
1 0 1 0 1 0 1 1 0 1
1 1 1 1 0 1 1 1 1 1
0 1 1 0 1 1 1 1 1 1
1 0 1 1 1 1 1 1 0 1
1 1 0 1 0 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1

Adj

 
 
 
 
 
 
 
 =
 
 
 
 
 
 
    
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Figure 2 shows the pictorial representation of the network using the adjacen-
cy matrix. 

Several experiments have been performed on social network in Figure 2 using 
k-medoids, hierarchical, DENGRAPH and spectral clustering respectively and 
described how TI violates within resulting clusters during clustering. 

After applying the k-medoids clustering approach for 3k = , three clusters, 
{siam, diana, lina, kayle}, {ayon, deba}, and {alan, joe, eliza, ayuba}, can be found 
as shown in Table 1. It is noted that the dissimilarity matrix D is the starting 
point of the k-medoids approach. It is visible in Figure 3 that within the cluster 
{siam, diana, lina, kayle}, there is no edge between lina and siam, which means 
they do not belong to the same cluster. Therefore, they must reside in two  

 

 
Figure 2. Social network. 

 
Table 1. Clusters. 

Methods Clusters 

k-medoids (k = 3) {siam, diana, lina, kayle}, {ayon, deba}, {alan, joe, eliza, ayuba} 

Hierarchical  
(Single-linkage) 

{siam, ayon, alan, joe, diana, lina, deba, kayle}, {eliza}, {ayuba} 

DENGRAPH {joe, diana, lina, deba}, {siam, ayon, alan, eliza, ayuba, kayle} 

Spectral {siam, joe, diana, lina, kayle}, {alan, eliza, ayuba }, {ayon, deba} 
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Figure 3. k-medoids clustering. 

 
different clusters. Similarly, within the cluster {alan, joe, eliza, ayuba}, there is no 
edge between joe and eliza, but unfortunately they are within the same cluster. 
Thus, it violates the TI property and compromises the quality of the resulting 
clusters. 

The next experiment shows how TI violates after applying a single-linkage 
hierarchical clustering approach to the social network. A dendogram is shown in 
Figure 4. Three clusters, {siam, ayon, alan, joe, diana, lina, deba, kayle}, {eliza}, 
and {ayuba}, can be found as illustrated in Figure 5. By closely observing within 
the cluster {siam, ayon, alan, joe, diana, lina, deba, kayle} in Figure 5, it is noti-
ceable that several pairs of objects do not have edges between them; for example, 
there is no edge between deba and joe, deba and alan, and ayon and joe. In spite 
of this, they belong to the same cluster. Thus, it violates the TI property. 

Two clusters, {joe, diana, lina, deba} and {siam, ayon, alan, eliza, ayuba, 
kayle}, can be found after applying the DENGRAPH approach for 0.2ε =  and 

4MinPts =  as shown in Figure 6. Both clusters have some pairs of objects that 
do not have edges between them. There is no edge between lina and joe within 
the cluster {joe, diana, lina, deba}. That means they must reside in different 
clusters. Also, it is clearly visible within cluster {siam, ayon, alan, eliza, ayuba, 
kayle} that there are several pairs of objects that do not have edges between 
them. For example, there is no edge between ayon and eliza. In spite of this, they 
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belong to the same clusters, which violates the TI property. 
In the last experiment, the spectral clustering approach was applied to a social 

network to find clusters. Figure 7 shows the resulting clusters {siam, joe, diana, 
 

 
Figure 4. Dendogram. 

 

 
Figure 5. Hierarchical clustering. 
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Figure 6. DENGRAPH clustering. 

 

 
Figure 7. Spectral clustering. 
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lina, kayle}, {alan, eliza, ayuba}, and {ayon, deba}. TI violates within the cluster 
{siam, joe, diana, lina, kayle} where there is no edge between siam and joe and 
between lina and joe. 

All four experiments by applying traditional clustering approaches to social 
networks explain clearly that sometimes TI violates within the resulting clusters 
and thus may compromise the quality of the clusters. 

5. Conclusion 

The main purpose of this paper is to explain with experiments how TI may vi-
olate within resulting clusters while performing traditional clustering approach-
es like k-medoid or hierarchical clustering approaches. Therefore, when the tri-
angle inequality is violated, it undermines the quality of the clusters produced. 
The experiments elaborately explain that the violation of the TI property some-
times happens within clusters for different clustering approaches: k-mediods, 
hierarchical clustering, DENGRAPH, and spectral clustering. However, it’s feas-
ible to discover significant clusters where the objects within a cluster depict their 
relationships. In this scenario, two objects lacking direct edges between them 
might belong to separate clusters, and individual objects might exist in multiple 
clusters simultaneously. 
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