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Abstract 
A multidisciplinary approach for developing an intelligent sign multi-language 
recognition system to greatly enhance deaf-mute communication will be dis-
cussed and implemented. This involves designing a low-cost glove-based 
sensing system, collecting large and diverse datasets, preprocessing the data, 
and using efficient machine learning models. Furthermore, the glove is inte-
grated with a user-friendly mobile application called “Lifesign” for this sys-
tem. The main goal of this work is to minimize the processing time of ma-
chine learning classifiers while maintaining higher accuracy performance. 
This is achieved by using effective preprocessing algorithms to handle noisy 
and inconsistent data. Testing and iterating approaches have been applied to 
various classifiers to refine and improve their accuracy in the recognition 
process. Additionally, the Extra Trees (ET) classifier has been identified as the 
best algorithm, with results proving successful gesture prediction at an aver-
age accuracy of about 99.54%. A smart optimization feature has been imple-
mented to control the size of data transferred via Bluetooth, allowing for fast 
recognition of consecutive gestures. Real-time performance has been meas-
ured through extensive experimental testing on various consecutive gestures, 
specifically referring to Arabic Sign Language (ArSL). The results have dem-
onstrated that the system guarantees consecutive gesture recognition with a 
lower delay of 50 milliseconds. 
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1. Introduction 

The World Health Organization (WHO) has confirmed that the Deaf-Mute 
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community represents over 5% of the world’s population, with approximately 
80% of them residing in low- and middle-income countries [1]. Furthermore, 
statistics from the United Nations reveal that in Egypt, the number of deaf and 
mute individuals constitute around 10% of the country’s population, representing 
a significant segment of Egyptian society. 

Sign language recognition poses a challenging task due to the complexity and 
variability of hand gestures. Consequently, numerous research and development 
centers have focused on this subject [2] [3]. Existing techniques for sign lan-
guage translation can be broadly categorized as either sensor-based [4] [5] or vi-
sion-based systems [6] [7]. Sensor-based systems rely on sensor input to recog-
nize gestures, while vision-based systems process images or videos using com-
puters to interpret gestures. Although the latter approach is considered realistic, 
the complexity and sensitivity to lighting conditions, background clutter, and 
camera positioning make glove-based systems more suitable [8] [9]. 

One important aspect of this work is the focus on designing a low-cost and 
accessible glove-based sensing system that is relatively affordable and comforta-
ble. Additionally, a large and diverse dataset is collected to train the machine 
learning models, and effective preprocessing algorithms are used to handle noisy 
and inconsistent data, ensuring the accuracy and reliability of the models in re-
cognizing sign language gestures. Another crucial aspect is the integration of the 
glove system with a user-friendly mobile application called “LifeSign”, providing 
a practical and accessible solution for easy communication.  

Testing and iterating approaches were applied to various classifiers, including 
SVM, XGB, KNN, and ET, to refine and improve their accuracy in sign language 
recognition. The classifiers were trained on a large dataset of over 25,000 records 
for 30 different signs from Ar SL. These records were collected using an embed-
ded sensing system within the glove, and a diverse pool of users contributed to 
the dataset, enhancing the accuracy and generalizability of the models. Detailed 
experimental evaluations were conducted to identify the best-performing algo-
rithm. This involved comparing the performance of each classifier on a valida-
tion set and selecting the one with the highest accuracy. Once the best algorithm 
was determined, its weighted parameters were converted into a format suitable 
for integration into the LifeSign application. Through the smart features of the 
application, the system is capable of predicting performed gestures with high 
accuracy and minimal delay. 

Furthermore, this work has the potential to be developed into a brand-new 
commercial product for translating sign language, incorporating several com-
peting design features. The user-friendly nature, affordability, efficiency, and of-
fline functionality of the system give it a significant advantage, appealing to a 
wide range of users and organizations. Moreover, the system enables bidirec-
tional communication, having a positive impact on the lives of people with 
hearing impairments by improving their ability to communicate and fully par-
ticipate in society. Particularly in educational settings for deaf or hard-of-hearing 
students, it provides them with an excellent opportunity to lead a normal life-
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style and enhance their future opportunities. 
Finally, the novelty of this system lies in its holistic approach, combining af-

fordability, a robust dataset with effective preprocessing, user-friendly integra-
tion, and commercial potential. These unique features position it as a promising 
advancement in the field of sign language recognition and communication 
technology. 

The remaining sections of this work are divided into four parts. Section 2 
presents the technical aspects with a detailed explanation of the methodology, 
including the hardware system design, the proposed AI recognition model, and 
the mobile application. Section 3 showcases the experimental results of this 
work, comparing them with relevant and recent research. Finally, in Section 4, 
the conclusion of this work is provided, highlighting its significance. 

2. Methodology 

The proposed sign language recognition system consists of three main parts: a 
glove-based sensing system, an AI recognition model, and a simple mobile ap-
plication “LifeSign” as shown in Figure 1. Detailed descriptions of these parts 
will be explained throughout the following sections.  

2.1. Glove-Based Sensing System 

The proposed system is designed to address the challenges faced by the 
deaf-mute community and provide a practical solution for communication using 
sign language. It captures data from the user’s hand movements through a com-
bination of flex and gyroscope sensors. Figure 2 illustrates the hardware system, 
which consists of two main parts that are connected and can be easily separated 
to improve user comfort. The first part is the glove, where each finger incorpo-
rates a flex sensor. The flex sensors are arranged in a voltage divider configura-
tion [10]. Two 2-inch (5.5 cm) sensors are used for the thumb and pinky fingers, 
while three 4.5-inch (11.5 cm) sensors are used for the remaining fingers. The 
resistance change in the flex sensors is converted into a voltage change that  
 

 

Figure 1. Main parts of the proposed system. 
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Figure 2. The proposed glove system with its main PCB. 
 
correlates to the sensor bending. The flex sensor outputs are then converted into 
digital levels by an analog-to-digital converter (ADC) and displayed on the Ar-
duino’s serial monitor [11]. The second part of the system is the hand-wrist 
component, which houses the main printed circuit board (PCB) with all the 
electronic components. This part includes the Arduino Nano, IMU MPU-6050 
module, HC-05 Bluetooth module, OLED display, I2C multiplexer, and two 
UR18650ZTA lithium-ion battery cells, each providing 3.7 V @ 3000 mAh. 
These battery cells ensure stable and reliable continuous power for at least 12 
hours. 

The microcontroller unit, Arduino Nano, is a compact and cost-effective 
board capable of processing data from flex sensors and the IMU MPU-6050 
module. It is based on the ATmega328P microcontroller and offers a range of 
features and capabilities that make it versatile and flexible [11]. Its small size and 
low power consumption make it suitable for wearable and battery-powered ap-
plications.  

The IMU MPU-6050 module is a sensor that combines a 3-axis gyroscope, a 
3-axis accelerometer with MEMS technology, and a digital motion processor 
(DMP) in a single chip. It measures the hand’s orientation in space using Euler 
angles to enhance the accuracy of the sign language recognition system. 

The HC-05 Bluetooth module is used to enable the transmission of data from 
the flex sensors and MPU-6050 sensors to the mobile application for recognition 
[12]. 

The OLED Display (128 * 64) is a small monochrome 0.96" display that shows 
the LifeSign logo during startup. Additionally, the display indicates the battery 
percentage, which is divided into five levels, providing users with clear and ac-
tionable feedback about the battery status. 

The TCA9548A I2C multiplexer is utilized to enable independent communi-
cation between the gyroscope and OLED devices and the microcontroller over 
the I2C communication protocol without overlapping addresses [13]. 

Finally, the glove system is responsible for collecting the data that will be used 
to train the AI recognition model that will be discussed below. 
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2.2. The Proposed AI Recognition Model 

The proposed recognition system’s workflow includes the preprocessing and 
preparation of the collected data, Cross-Validation, Classification, and Perfor-
mance Evaluation [14] [15]. Arabic sign language can be recognized using data 
that has been collected. The experimental study conducted throughout the work 
will provide insights into the effectiveness of the recognition system. This will be 
discussed in the following sections. 

2.2.1. Sensory Data Acquisition 
The hand gesture obtained data during the actual readings via the flex sensors, 
gyroscope, and accelerometer will be classified and tabulated. The feature va-
riables (input) for classifying hand gestures are the signals from flex sensors as 
five fingers (Thumb, Fore, Middle, Ring, and Pinky), the gyroscope axes (X, Y, 
Z), and the accelerometer axes (x_acc, y_acc, z_acc). However, the target varia-
ble (output), in this case, is the meaning of the hand gesture (word). Moreover, 
the datasets used in this study were performed by ten users and consisted of 30 
different gestures “classes” with over 25,000 instances for each, and 11 feature 
variables in each instance. This is a relatively large and complex dataset, which 
can provide a robust basis for training and testing machine learning models. 
Once the sensory readings are collected from the serial monitor of Arduino IDE 
as a text, it is converted into structured data and saved in CSV files. 

2.2.2. Data Preprocessing 
1) Data Cleaning 
According to the hand gesture fabrication, the obtained raw data during the 

collection process is unfortunately noisy, inconsistent, and incomplete. Data 
cleaning; by removing any outliers, noise, duplicates, and abnormalities that may 
negatively impact the efficiency of the recognition model is therefore important 
for higher-quality results. Missing values are also handled carefully by either 
dropping or imputing them. Table 1 shows the dataset records after removing 
unnecessary, or irrelevant values during the data cleaning process. 

2) Correlational Analysis  
In addition to data cleaning, correlational analysis is performed by generating 

a correlation matrix to identify linear relationships between dataset attributes 
[16] [17]. The plotted correlation matrix for the dataset is illustrated in Figure 3 
using various colors to depict the strength of the correlation between the fea-
tures. Darker colors indicate a stronger correlation, while lighter ones represent 
a weaker correlation [18] [19]. The (0.001 to +1.0) correlation range with values 
closer to zero is strongly confirming the correlation. Positive or negative values 
indicate a positive or correlation between attributes respectively. A stronger cor-
relation, in the case of the Thumb attribute due to the data cleaning is depicted 
as shown in the tabulated data of Figure 3(b). 

In the context of data cleaning, Andrews plots have been used to evaluate the 
effectiveness of data cleaning and produce a clear and easily readable presentation 
of the data [20]. Figure 4(a) shows that the curves in the plot before the cleaning 
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process are randomly scattered and there is no apparent pattern or structure. 
This indicates that the data is too noisy or there are not enough relevant features 
to train a classifier. Contrary, Figure 4(b) shows a significant improvement in 
the structure and quality of the data which reflects the success of the cleaning 
process in removing any outliers or irrelevant data points. As a result, the 
cleaned data is now suitable for further analysis with no need for further data 
cleaning and feature engineering. 
 
Table 1. The dataset records during the data cleaning process. 

Applied process Original dataset 
After 

removing nulls 
After 

removing duplicates 

No. of dataset 1,029,801 1,029,659 680,198 

 

 
(a) 

 
(b) 

Figure 3. Pair-wise correlations of the data frame (a) before data cleaning and (b) after data cleaning. 
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Figure 4. Andrews plot (a) before the cleaning process and (b) after the cleaning process. 

2.2.3. Data Preparation  
The data preparation includes data scaling, splitting, and cross-validation. The 
data is first normalized to prevent bias in the classification process and to ensure 
that features are on the same scale [20]. A log transformation has been used to 
transform skewed and Kurtosis features into a more normal distribution. The 
normalized data was then divided into two groups: 80% for training and 20% for 
testing. This split was both random and representative of the overall dataset to 
avoid overfitting. In addition, K-fold Cross-validation with k = 10 was employed 
to further evaluate the performance of the model [21]. This means that the data 
was divided into 10 equal parts, and the model was trained and tested 10 times, 
with each fold being used as the test set exactly once. This can reduce the va-
riance in the evaluation metrics across different splits of the data. The results 
from each fold were then averaged to provide a more reliable estimate of the 
model’s performance. 

2.2.4. Classification Algorithms 
Four supervised classification algorithms are presented in this study (SVM, 
XGB, KNN, and ET), with detailed explanations of each algorithm’s operation 
on the datasets [22]. These four algorithms were selected due to their better sui-
tability for the gathered dataset and their ability to achieve high-performance 
metrics like accuracy, precision, recall, and F-score. These metrics can provide 
insights into the effectiveness of each algorithm in correctly classifying different 
sign language gestures and identifying true positives and false positives. 

2.2.5. Performance Evaluation 
The confusion matrix evaluation and the estimated parameters below could be 
used to estimate the performance of the classifier. 
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Accuracy: the ability of the classifier to accurately predict how each instance 
will be labeled according to its class [23]. Equation (1) can be used to compute it. 

TP TNAccuracy
TP TN FP FN

+
=

+ + +
                   (1) 

where TP and TN represent true positive and true negative respectively and FP 
and FN demonstrate false positive and false negative. 

Precision: is the relationship between the total number of positive prediction 
class values and the number of positive predictions [23]. It can gauge how accu-
rate the classifier is, as “Equation (2)” demonstrates.  

TPPrecision
TP FP

=
+

                       (2) 

Recall: is the ratio of the number of positive predictions to the number of pos-
itive class values in test data. It can be calculated using “Equation (3)” and refers 
to the completeness of the classifiers [23]. 

TPRecall
TP FN

=
+

                        (3) 

F-Measure: shows the harmonic mean of recall and precision, which demon-
strates their balance [23]. It is computed using “Equation (4)”, as it is referred to 

2 Recall PrecisionF-Measure
Recall Precision
∗ ∗

=
+

                (4) 

Each algorithm is tested using the “testing set” after having been trained using 
a portion of the data known as the “training set”, which is withheld as “invisible 
data” from the model evaluation.  

Table 2 presents the performance metrics of all classification algorithms using 
the dataset obtained from the suggested glove system. The performance of the 
algorithms varied based on their parameters and operation principles. Based on 
the results provided, it appears that KNN and Extra Trees (ET) classifiers 
achieved the most promising results among the classifiers evaluated, while SVM 
and XGB performed relatively poorly and had longer testing times. Moreover, 
ET has a faster training and testing time than KNN. This is because KNN does 
not have a traditional training period, as the training data is simply stored in 
memory. However, the classification time can be slow for large datasets or when 
the number of stored training data points is large. In contrast, Extra Trees has a 
training period where the model is constructed by building multiple decision 
trees. The training time for Extra Trees depends on the number of trees to be 
built, the number of features, and the size of the training data.  

For testing, KNN requires calculating the distance between each test point and 
all the training points, which can result in slow testing times and be computa-
tionally expensive. In contrast, Extra Trees involves traversing a decision tree to 
classify each test point, resulting in faster testing times. However, based on the 
typical performance characteristics of KNN and Extra Trees, Extra Trees is gen-
erally faster to train and test than KNN for larger datasets. 

https://doi.org/10.4236/jcc.2023.1110008


D. E. Elmatary et al. 
 

 

DOI: 10.4236/jcc.2023.1110008 128 Journal of Computer and Communications 
 

Table 2. Parameters and performance metrics of all classification models. 

Classifier Parameters 
Training time 
(Sec./Fold 1) 

Testing time 
(Sec./Sample) 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F-Score 
(%) 

SVC 
Kernel = Radial Basis Function 

C = 11 
Degree = 3 

1 m 20 s 5 m 90.17 93 90 89 

XGB 
Learning_rate = 0.01 

No. of trees = 25 
Max_depth = 15 

17 m 32 s 10 m18 s 91.5 92 92 91 

KNN 

N_neighbors = 1 
Algorithm = “Auto” 

Leaf_size = 30 
Weights = “distance” 

2 m 4 s 6 s 98.68 99 99 99 

Extra 
Trees 

No. of trees = 100 
Criterion = gini 
Max_depth = 2 

Min_samples_split = 2 

1 m 6 s 3 s 99.54 100 100 100 

 
Furthermore, Extra Trees achieved a higher accuracy score of 99.54% and 

perfect precision, recall, and F-score of 100%, while KNN achieved slightly lower 
performance overall with an accuracy score of 98.68%. So, both KNN and Extra 
Trees appear to be highly effective classifiers for the given dataset, and hence for 
this type of problem. However, it should require further evaluation analysis to 
determine the best classifier for the proposed work. 

Figure 5 presents the testing accuracy results for each of the 30 classes using 
both KNN and ET classifiers. The results suggest that the Extra Trees (ET) clas-
sifier generally outperforms K-Nearest Neighbors (KNN) in discriminating be-
tween the 30 classes for the given dataset. In addition, the performance metrics 
for most of the classes have been improved. As observed, the minimum preci-
sion scores in the KNN model were 93% for both classes, “are” and “to”, but im-
proved in the ET model to 96% and 98%, respectively. 

In addition to performance analysis, the computational requirements should 
be discussed to ensure that the classifier is practical and feasible for the given 
task. The time complexity for testing Extra Trees (ET) is O (log(N) * M), where 
N is the number of training points and M is the number of test points. This is 
because the ET algorithm traverses a decision tree to classify each test point, and 
the depth of the tree is typically logarithmic in the number of training points 
[23].  

In contrast, the time complexity for testing K-Nearest Neighbors (KNN) is O 
(N * M). This is because KNN requires calculating the distance between each test 
point and all the training points, which can be computationally expensive for 
large datasets or when the number of stored training data points is large [23]. 
Therefore, in general, the time complexity of testing ET is much lower than 
KNN for large datasets, which can result in faster testing times and make ET a 
more suitable classifier for some applications. 
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Figure 5. Performance analysis of both KNN and ET models for all classes. 
 

After the training process, the efficient weights of the pre-trained ET classifier 
will be converted into a suitable and lightweight format (JSON, and Bin files) to 
be transmitted to the mobile application to be able to achieve the prediction 
process instead of the glove system. Hence, the data from the sensors-based 
glove is sent wirelessly via Bluetooth module to the mobile application “Life-
Sign” linked with the classifier that predicts the sign and displays it on the 
phone. 

2.3. Mobile Application “LifeSign” 

The mobile application provides a user-friendly interface for users to interact 
with the sign language recognition system. It was installed on the user’s smart-
phone and includes the following features. 

Bidirectional communication feature: provides an effective and practical solu-
tion for enabling communication between signers and non-signers through both 
modes, speaking and listening as depicted in Figure 6(a). The speaking mode  
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(a)                         (b)                        (c)                         (d) 

Figure 6. The mobile application “LifeSign” with its two modes. (a) LifeSign Application. (b) Speaking Mode “Arabic-added lan-
guage”. (c) Listening Mode. 

 
converts the sign language gestures into both voice and text format as in Figure 
6(b). While in the listening mode, the user speaks into the mobile application, 
and the system converts the spoken language input into both text and picture 
format as in Figure 6(c).  

The use of advanced machine learning algorithms and speech synthesis tech-
nology in the speaking mode ensures accurate and reliable recognition of sign 
language gestures, while the use of speech-to-text conversion technology and 
picture format display in the listening mode improves the comprehension of 
spoken words for less educated users. Hence, it is accessible to a wide range of 
users, regardless of their level of experience with sign language or technology. 

Smart optimization feature: enhance the system’s performance by controlling 
the size of data transferred via Bluetooth and improving the speed of gesture 
recognition. This feature involves a simple controlling algorithm for the size of 
the transferred data via Bluetooth, which results in faster recognition of consec-
utive gestures. By reducing the size of data transmitted via Bluetooth, the system 
can achieve faster recognition of consecutive gestures, which is crucial for effec-
tive communication. 

Localization feature “Arabic-added language”: provides better accessibility 
and convenience for users with diverse backgrounds and needs that help to 
overcome language and cultural barriers. The system provides with ability to in-
stall the language packs on the phone that allow users to select the desired lan-
guage which appears to others on the user interface as shown in Figure 6(b). 

Online or offline working feature: users can switch between online and offline 
modes as needed, depending on their available resources, internet connectivity, 
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and other factors. Online mode allows the system to access cloud-based databas-
es, enabling it to allow the system to perform real-time updates, ensuring that 
the system remains up-to-date with the latest sign language gestures and other 
data. Offline mode, on the other hand, allows the system to operate indepen-
dently of external resources, making it more convenient and accessible for users 
who may not have access to the internet or who prefer not to rely on cloud-based 
services. In offline mode, the system stores and processes data locally on the user’s 
mobile device, providing a more secure and private solution for sign language 
recognition.  

3. Experimental Results 

The study reported the proposed glove-based system as a commercial product 
for the Arab deaf-mute community, using the Egyptian case study as a basis. It 
was important to assess how well the suggested algorithms would work in pre-
dicting and recognizing a series of gestures with high accuracy and minimal de-
lay. Additionally, the primary goal of this study is to propose a real-time Egyp-
tian sign language recognition system for a sample of real-time data. Therefore, 
extensive testing was conducted to ensure the system’s capability to recognize 
different consecutive gestures. There are 11 numbers from zero to ten and 10 
different expressions of 19 words taken from Egyptian sign language are used in 
examining the proposed system. 

The proposed sign language recognition system underwent evaluation using a 
dataset consisting of ten users executing various gestures and expressions. Each 
gesture was performed ten times, resulting in a total of 100 instances for each 
gesture. The system’s performance was assessed based on accuracy and the delay 
observed between consecutive gestures, considering different input data sizes. 

The proposed sign language recognition system can employ different reading 
techniques based on the input data size, presenting a trade-off between accuracy 
and delay between consecutive gestures. The choice of reading technique de-
pends on the specific use case and user preferences. The system’s performance 
has been evaluated with input data sizes ranging from three rows to eight rows. 
Three rows provided an acceptable reading accuracy with a delay of 50 ms, while 
eight rows yielded higher accuracy but with a delay of 82 ms, as indicated in Ta-
ble 3. 

The delay between consecutive gestures may concern some users, as it can 
impact real-time communication between signers and non-signers. The reading 
technique employed by the proposed sign language recognition system results in 
an increasing delay as the number of reading rows increases. This is due to the 
need to process a larger amount of data to accurately recognize the sign language 
gesture, which takes more time. However, advancements in hardware platforms 
for future generations can mitigate these delay issues by offering faster processing 
and response times. 

Finally, a performance comparison of the accuracy of the proposed models 
with those of existing systems is presented in Table 4. It is noteworthy that the  
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Table 3. Experimental real-time consecutive data accuracy with the corresponding delay. 

Input data size Accuracy % Delay in msec 

Three rows 90 50 

Five rows 94 67 

Eight rows 96 82 

 
Table 4. Comparison of the proposed work with others. 

 Classifier/Method Interface Dataset type/size Accuracy % 

Proposed 
Work 

SVM 
XGB 
KNN 

ET 

Sensor-based glove 

Arabic-added language 
30 different static and dynamic gestures 

Original dataset size 1,029,801 
10 performers – 11 features 

90.17 
91.5 

98.68 
99.54 

Others 

[4] ANN 
RF 

KNN 
DT 

SVM 

Sensor-based glove 

Malaysian sign language 
21 static gestures 

4 performers – 64 features 
data size 2100 

99 
99 
99 
97 
89 

[5] CNN 
CapsNet 3 rout. 
CapsNet 5 rout. 

Wearable IMU system 
Indian Sign Language 

20 sentences with each consisting 
of 2 - 4 signs- 10 performers 

87.99 
94 

92.5 

[8] Multi-label  
Classification 

LP-MC 
Wearable sensors 

Indian sign language 
100 isolated signs 

10 performers – 20,000 samples 

No acc. 
Categ. error of 

2.73% 

 
ET classifier, despite not being previously utilized, demonstrates superior per-
formance compared to other models, except for the model mentioned in [17]. 
However, the accuracy of the model in [17] is considered unreliable due to the 
small size of their dataset. Therefore, the ET classifier can be deemed as the op-
timal choice for the suggested system. 

4. Conclusion 

A proposed lower-cost sign language recognition based-glove system is designed 
for commercial use by the deaf-mute community. An innovative real-time sign 
multi-language recognition of integrates advanced sensing, as well as faster per-
formance, has been designed and practically implemented. Four classifiers were 
examined, the Extra Trees (ET) classifier is the best algorithm, and the gestures 
successfully prediction is about 99.54% average accuracy. The LifeSign us-
er-friendly interface smart features gave the system the potential for flexibly ex-
tendable communication for the deaf-mute community. This allows them to 
connect with other nations and participate fully in society. Moreover, it offers 
some salient features such as; affordability, robustness, privacy, immunity to en-
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vironmental factors, precise capturing of movements, portability and conveni-
ence, and cost-effectiveness. Fast system consecutive gestures successfully recog-
nition of 50 ms has been experimentally realized. Additionally, an offline mode 
of operation adds value for faster performance and system portability. Finally, 
despite the features of this work, it is constrained by its concentration on a par-
ticular subset of sign language gestures; therefore, future research should aim to 
broaden the range of recognized gestures.  
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