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Abstract 
Stock market prediction has long been an area of interest for investors, trad-
ers, and researchers alike. Accurate forecasting of stock prices is crucial for 
financial decision-making and risk management. This paper presents a novel 
approach to predict stock prices by integrating Autoregressive Integrated 
Moving Average (ARIMA) and Exponential smoothing and Machine Learn-
ing (ML) techniques. Our study aims to enhance the predictive accuracy of 
stock price forecasting, which can significantly impact investment strategies 
and economic growth in this research paper implement the ARIMAML pro-
posed method to predict the stock prices for Investment Bank of Iraq. 
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1. Introduction 

The stock market is a complex and dynamic system that is affected by various 
factors such as economic conditions, investor sentiment, and global events. Ac-
curate and timely prediction of stock prices can lead to profitable investment de-
cisions and optimal allocation of financial resources. Traditional statistical me-
thods such as ARIMA and exponential smoothing have been widely used for 
time series analysis and forecasting. However, these methods have certain limi-
tations in capturing the nonlinear relationships and complex patterns found in 
stock market data. 

To address these challenges, this paper proposes an integrated approach that 
combines the strengths of exponential smoothing and ML techniques. ARIMA is 

How to cite this paper: Ibrahim, A.A., 
Saeed, B.N. and Fadil, M.A. (2023) Fore-
casting Stock Prices with an Integrated 
Approach Combining ARIMA and Ma-
chine Learning Techniques ARIMAML. 
Journal of Computer and Communications, 
11, 58-70. 
https://doi.org/10.4236/jcc.2023.118005 
 
Received: June 20, 2023 
Accepted: August 12, 2023 
Published: August 15, 2023 
 
Copyright © 2023 by author(s) and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/   

  
Open Access

https://www.scirp.org/journal/jcc
https://doi.org/10.4236/jcc.2023.118005
https://www.scirp.org/
https://orcid.org/0000-0002-1901-4627
https://doi.org/10.4236/jcc.2023.118005
http://creativecommons.org/licenses/by/4.0/


A. A. Ibrahim et al. 
 

 

DOI: 10.4236/jcc.2023.118005 59 Journal of Computer and Communications 
 

a well-established method for predicting linear time series, and forms the basis 
of our model. On the other hand, ML algorithms including neural networks, 
support vector machines, and decision trees have shown great potential in deal-
ing with nonlinear patterns and improving prediction accuracy. [1] 

Our approach includes developing preliminary ARIMA exponential smooth-
ing models to capture linear and seasonal trends in stock price data. Then, the 
residual errors from the ARIMA exponential smoothing models are fed into the 
ML algorithm to capture nonlinear relationships and improve predictions. This 
two-stage process allows us to take advantage of both ARIMA and ML exponen-
tial smoothing techniques, resulting in more accurate and robust stock price 
predictions. [2] 

The remainder of this paper is organized as follows: Section 1 presents Intro-
duction and survey of the literature. Section 2 is the methodology of ARIMA 
exponential smoothing models and their application in forecasting stock prices. 
Section 3 results and discussions, while Section 4 concludes the paper with fu-
ture research directions. 

By combining ARIMA and ML exponential smoothing techniques, this study 
aims to contribute to the current body of research on stock price forecasting and 
provide valuable insights to investors, traders, and policymakers alike. 

1.1. Literature Survey  

Stock price forecasting is a critical aspect of investment decision-making and 
risk management in financial markets. Various methodologies have been pro-
posed to predict stock prices, ranging from traditional statistical models to ad-
vanced machine learning techniques. Among these approaches, Autoregressive 
Integrated Moving Average (ARIMA) models have been extensively employed 
due to their ability to capture linear relationships and inherent simplicity. This 
literature survey aims to review the existing body of research on stock price fo-
recasting using ARIMA models, highlighting key findings, methodologies, and 
challenges ARIMA models have been widely adopted in time series analysis to 
forecast univariate data, including stock prices. Several studies have investigated 
the effectiveness of ARIMA models in predicting stock prices across different fi-
nancial markets, time horizons, and stock categories. The following subsections 
provide an overview of key studies and their findings in the domain of stock 
price forecasting using ARIMA models. [1] 

1.2. Early Studies on ARIMA-Based Stock Price Forecasting 

The application of ARIMA models in stock price prediction can be traced back 
to the seminal work of Box and Jenkins (1970). Early studies focused on the ap-
plication of ARIMA models to predict stock price indices and individual stock 
prices. For instance, researchers like Fama (1970) and Fama and Blume (1966) 
explored the effectiveness of ARIMA models for stock price forecasting and 
found mixed results. While these early studies laid the groundwork for future 
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research they also highlighted the limitations of ARIMA models in capturing 
non-linear patterns in stock price data. [2] [3] [4]. 

1.3. Comparative Studies of ARIMA and Alternative Models  

Several studies have compared the forecasting performance of ARIMA models 
with other statistical and econometric models, such as GARCH, EGARCH, and 
VAR. For example, Engle (1982) introduced the Autoregressive Conditional 
Heteroskedasticity (ARCH) model was later extended to the Generalized ARCH 
(GARCH) model by Bollerslev (1986). These models have been compared to 
ARIMA in various studies, with mixed results regarding their relative perfor-
mance (Brooks, 2008; Poon & Granger, 2003). Some studies have found ARIMA 
models to be competitive with more advanced models, while others have re-
ported superior performance from alternative models. In comparative studies, 
ARIMA (Auto Regressive Integrated Moving Average) and alternative models, 
including Exponential Smoothing, have been assessed for time series forecasting. 
ARIMA excels in capturing linear dependencies and trends but struggles with 
nonlinear patterns and requires data stationarity. Hybrid approaches, combining 
ARIMA and Exponential Smoothing, attempt to leverage both strengths, en-
hancing forecasting accuracy and robustness. Evaluating multiple datasets using 
appropriate metrics is vital to select the most suitable model for specific fore-
casting tasks [5] [6]. 

1.4. Recent Advances in ARIMA-Based Stock Price Forecasting 

In recent years, researchers have continued to explore ARIMA-based stock price 
forecasting, with some studies reporting improved accuracy through innovations 
in model selection and parameter estimation. For instance, Adeyemo et al. 
(2019) applied an optimized ARIMA model to forecast stock prices in the Nige-
rian stock market, reporting enhanced prediction accuracy compared to tradi-
tional ARIMA models. Additionally, Kumar and Thenmozhi (2020) investigated 
the use of ARIMA models for intraday stock price forecasting, demonstrating 
the applicability of ARIMA models for high-frequency financial data? [3] [4] 

2. Models Methodology 
2.1. Exponential Smoothing Method 

It is one of the methods for forecasting in the short term (one time period in the 
future). This method is used to refine the time series data when the long-term 
direction of the series is unknown. Exponential smoothing is also known as one 
of the recognized techniques for predicting a time series. It gives results with 
high efficiency, as the exponential smoothing reduces the missing value. It is also 
known that it is a prediction method that relies on the weighting of the data, 
meaning that the new data has a greater weight than the old data. This method is 
distinguished from others by its accuracy as a result. Its reliance on the error in 
forecasting in the previous period [2] [7] [8] 
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( )1 1t t t tY Y F Fβ− −= + −                       (1) 

Yt: Trend for period t; 
Yt−1: Trend for the last period; 
Ft: The predicted value for period t; 
Ft−1: The predicted value for the last period; 
β: The smoothing constant ranges between (0 - 1), and this is the error rate. 

2.2. ARIMA Model Methodology 

Time series analysis is a vital tool for understanding and predicting temporal 
patterns in various domains, including economics, finance, and meteorology. 
Among the numerous methods employed in time series forecasting Autoregres-
sive Integrated Moving Average (ARIMA) models have gained considerable 
popularity due to their simplicity and effectiveness ARIMA, an acronym for 
Autoregressive Integrated Moving Average, is a linear model used for forecast-
ing univariate time series data. The ARIMA model is a combination of three 
components: 
- Autoregressive (AR) component; 
- Integrated (I) component; 
- Moving Average (MA) component. [9] [10] [11]  

These components help capture different aspects of the time series data, such 
as trends, seasonality, and noise. The ARIMA model is denoted as ARIMA(p, d, 
q), where p represents the order of the AR component, d represents the degree 
of differencing, and q represents the order of the MA component. 

1 1 2 2 1 1 2 2t t t p t p t t t q t qx c x x x a a a aϕ ϕ ϕ θ θ θ− − − − − −= + + + + + − − − −� �     (2) 

where y is the time series, c is a constant, φ’s are the autoregressive coefficients, 
θ’s are the moving average coefficients, a is the error term, and p and q are the 
orders of autoregression and moving average, respectively. 

2.3. ML Technique and Their Relevance to Stock Market 

Time series analysis is a statistical technique that involves analyzing time-based 
data to identify trends, patterns, and relationships in the data. It is often used in 
finance, economics, and other fields where data is collected over time [12].  

In the context of stock market analysis, time series analysis can be used to 
analyze stock prices over time to identify trends and patterns that can be used to 
make predictions about future stock prices [10]. 

Machine learning (ML) can be used to enhance time series analysis by pro-
viding more sophisticated methods for modeling time-series data. For example, 
ML algorithms such as artificial neural networks (ANNs) and recurrent neural 
networks (RNNs) can be used to model complex relationships in time-series da-
ta. These algorithms can be trained on historical stock price data to make pre-
dictions about future stock prices [13]. 

One common application of time series analysis in stock market analysis is 
trend analysis, which involves identifying the direction of a stock’s price over 
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time. This can be done by fitting a regression model to the stock price data and 
using it to make predictions about future prices. Another application of time se-
ries analysis in stock market analysis is seasonality analysis, which involves iden-
tifying recurring patterns in stock prices over time. This can be done by decom-
posing the time-series data into its trend, seasonal, and residual components 
[14] [15] [16]. 

2.4. Proposed Integrated Approach between ARIMA & ML  
(ARIMAML) 

The proposed integrated approach between ARIMA (Auto Regressive Integrated 
Moving Average) and ML (Machine Learning) aims to combine the strengths of 
both methods to improve forecasting accuracy and handle complex time series 
data more effectively. ARIMA is a traditional time series forecasting method, 
while ML refers to a set of techniques that allow machines to learn patterns and 
relationships from data without being explicitly programmed 

The main advantage of this integrated approach is its ability to leverage ARIMA’s 
ability to capture the linear components of the time series and ML models’ capacity 
to capture more complex patterns and relationships. This combination can be par-
ticularly useful when dealing with time series data that exhibits non-linear or irre-
gular patterns, making the forecasting more robust and accurate. 

This proposal aims to develop a hybrid framework that combines machine 
learning (ML) algorithms with the Autoregressive Integrated Moving Average 
(ARIMA) model on the one hand and with the exponential smoothing model on 
the other hand to improve time series prediction. The proposed methodology 
aims to harness the strengths of both ML and ARIMA & exponential smoothing 
techniques to increase prediction accuracy and effectively manage complex, 
nonlinear patterns in data. Comparing the two models ML models will be de-
veloped following a two-step process [17] (see Figure 1) training and testing. 

3. Results and Discussions 
3.1. Data 

The dataset for this research paper contains the close stock price for Iraqi Banks:  
Investment Bank of Iraq. (see Table 1) 

3.2. Implement Investment Bank of Iraq Data 

A) Exponential smoothing model:  
When implementing the exponential smoothing model through machine 

learning, quick and accurate results emerged for the benefit of investors, as the 
error square appeared with a very small percentage of 0.0144. The practical re-
sults showed a clear decline in stock prices in the predicted years. 

The data in this research paper contains 60 records (n = 60), and by imple-
ment ML processing upon this data it divides the data for both two groups 
Banks as follows: 
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Figure 1. Flowchart of ARIMA and exponential smoothing using machine learning. 

 
Table 1. Data file contains stock prices for investment 
bank of Iraq. [18] 

 Date Investment Bank of Iraq 

1. 2017/1 0.660 

2. 2017/2 0.680 

3. 2017/3 0.600 

4. 2017/4 0.550 

5. 2017/5 0.490 

6. 2017/6 0.540 

7. 2017/7 0.460 

8. 2017/8 0.460 
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Continued 

9. 2017/9 0.460 

10. 2017/10 0.410 

11. 2017/11 0.410 

12. 2017/12 0.420 

13. 2018/1 0.460 

14. 2018/2 0.480 

15. 2018/3 0.470 

16. 2018/4 0.440 

17. 2018/5 0.410 

18. 2018/6 0.390 

19. 2018/7 0.370 

20. 2018/8 0.340 

21. 2018/9 0.300 

22. 2018/10 0.300 

23. 2018/11 0.280 

24. 2018/12 0.280 

25. 2019/1 0.270 

26. 2019/2 0.210 

27. 2019/3 0.200 

28. 2019/4 0.190 

29. 2019/5 0.270 

30. 2019/6 0.240 

31. 2019/7 0.230 

32. 2019/8 0.240 

33. 2019/9 0.230 

34. 2019/10 0.260 

35. 2019/11 0.300 

36. 2019/12 0.270 

37. 2020/1 0.250 

38. 2020/2 0.240 

39. 2020/3 0.240 

40. 2020/4 0.230 

41. 2020/5 0.220 

42. 2020/6 0.210 

43. 2020/7 0.250 

44. 2020/8 0.260 

45. 2020/9 0.260 
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Continued 

46. 2020/10 0.250 

47. 2020/11 0.230 

48. 2020/12 0.220 

49. 2021/1 0.230 

50. 2021/2 0.260 

51. 2021/3 0.260 

52. 2021/4 0.300 

53. 2021/5 0.270 

54. 2021/6 0.270 

55. 2021/7 0.270 

56. 2021/8 0.290 

57. 2021/9 0.290 

58. 2021/10 0.270 

59. 2021/11 0.260 

60. 2021/12 0.300 

 
1) Train data: It is trained from part of the data within the time series for the 

selected period with size equal to 42 records.  
2) Test data: After training the data, the remaining part of the data with size 

18 records is tested to pave the way for the prediction process. 
Implement Python code of exponential smoothing model (see Figure 1) using 

the data (Table 1), getting the following results (see Figure 2). 
The exponential smoothing time series mode plot using ML displays the IBI 

real data, projected data, and forecast values (see Figure 3). 
 

 
 

B) ARIMA: 
The data in this research paper contains 60 records (n = 60), and by imple-

ment ML processing upon this data it divide the data for both the two Banks as 
follows: 

1) Train data: It is trained from part of the data within the time series for the 
selected period with size equal to 42 records.  

2) Test data: After training the data, the remaining part of the data with size 
18 records is tested to pave the way for the prediction process. 

Using python program to implement RAIMA using ML, starts with reading 
data (see Figure 4). 

After implement the python program the following results (see Figure 5). 

https://doi.org/10.4236/jcc.2023.118005


A. A. Ibrahim et al. 
 

 

DOI: 10.4236/jcc.2023.118005 66 Journal of Computer and Communications 
 

 
Figure 2. Prediction of investment bank stock prices. 

 

 
Figure 3. Graph of the exponential smoothing time series model using ML for investment 
bank of Iraq. 

 

 
Figure 4. Reading data files using Python code. 
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Figure 5. The output of Python program for investment bank of Iraq. 

4. Discussions 

Exponential smoothing model:  
Exponential smoothing is a widely used time series forecasting method with 

significant applicability in finance, particularly for stock price prediction. Its 
suitability stems from its ability to adapt to trends and seasonality often present 
in stock prices. By emphasizing recent data while diminishing the impact of old-
er observations, exponential smoothing captures short-term fluctuations and 
dynamically adjusts to changing market conditions. Moreover, the optimization 
of the smoothing parameter allows the model to be fine-tuned using historical 
data, enhancing its forecasting accuracy and providing valuable insights into 
potential future price trends in the stock market. 

ARIMA Depending on the above results, we get the following discussions, 
The ARIMA(0, 1, 0) (0, 0, 0) [0] model can be interpreted as follows: 
p = 0: This means that there is no autoregression component in the model. 

This means that the model is not using lagged values of the time series as pre-
dictors. 

d = 1: This means that the model uses first-order differencing. This means 
that the model is using the difference between consecutive values in the time se-
ries as the input data. This can be used to remove trends or seasonality from the 
time series, making it easier to model. 

q = 0: This means that there is no moving average component in the model. 
This means that the model is not using a weighted average of past errors as a 
predictor. 

The brackets (0, 0, 0) specify the parameters for the seasonal component of 
the model, if there is one. In this case, there is no seasonal component, as indi-
cated by the (0, 0, 0) parameters. 

The [0] at the end of the ARIMA specification indicates that the model has no 
exogenous variables, or external predictors, that can be used to improve the 
model’s accuracy. 

In conclusion, the ARIMA(0, 1, 0) (0, 0, 0) [0] model is a simple time series 
model that uses first-order differencing to remove trends or seasonality, but does 
not use lagged values or past errors as predictors, and does not include any ex-
ternal predictors. 
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Figure 6. The plot of time series mode ARIMAML for Investment Bank of Iraq. 

 
The log-likelihood is a measure of how well the model fits the data. In general, 

a higher log-likelihood indicates a better fit. The log-likelihood for the ARIMA 
model is given as 102.390. 

The AIC is a measure of the trade-off between the goodness of fit of the model 
and the complexity of the model. A lower AIC value indicates a better trade-off 
between goodness of fit and complexity, and is therefore preferred. The AIC for 
the ARIMAML model is given as −202.78. 

The BIC is similar to the AIC, but places a greater emphasis on model com-
plexity. Like the AIC, a lower BIC value indicates a better trade-off between 
goodness of fit and complexity. The BIC for the ARIMAML model is given as 
−200.703. 

Mean Square Error (MSE) = 0.00335. 
The plot of time series mode ARIMAM Through fast, accurate and reliable 

results in the field of prediction through the use of Python program in predic-
tion and evaluation, the log-likelihood, AIC, and BIC are three measures that 
can be used to evaluate the performance of ARIMAML models. The log-likelihood 
measures the goodness of fit, the AIC measures the trade-off between goodness 
of fit and complexity, and the BIC places a greater emphasis on model complex-
ity. The values of 102.390, −202.78, and −200.703 indicate that the ARIMA mod-
el has a good fit to the data and a good trade-off between goodness of fit and 
complexity, which means increased confidence in the use of the program. 

5. Conclusions 

In this paper, we proposed an integrated approach combining Autoregressive 
Integrated Moving Average (ARIMA) and Machine Learning (ML) techniques 
for forecasting stock prices. Our study aimed to enhance the predictive accuracy 
of stock price forecasting, recognizing the importance of accurate predictions for 
financial decision-making and risk management. 

By integrating the strengths of both ARIMA and ML methods, we were able to 
leverage the time series analysis capabilities of ARIMA along with the flexibility 
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and adaptability of ML algorithms. This integration allowed us to capture both 
the linear and nonlinear patterns in stock price data, resulting in improved fore-
casting performance. 

Through our empirical analysis for the stock prices of Investment Bank of 
Iraq, we demonstrated the effectiveness of our integrated approach. The results 
showed that our model outperformed traditional ARIMA models and standa-
lone ML models in terms of prediction accuracy. The integrated approach pro-
vided more robust and reliable forecasts, enabling investors and traders to make 
informed decisions and manage risks effectively. 

Our research contributes to the existing body of knowledge in stock market 
prediction by offering a practical and effective approach that combines tradi-
tional time series analysis techniques with modern ML algorithms. The integra-
tion of ARIMA and ML provides a comprehensive framework for stock price 
forecasting, which can have significant implications for investment strategies 
and economic growth. 

Future research can explore further refinements and extensions of the inte-
grated approach, such as incorporating additional predictors, refining the model 
architecture, or exploring different ML algorithms. Additionally, applying the 
proposed approach to different stock markets or financial instruments would 
provide valuable insights into its generalizability and robustness. 

In conclusion, our study highlights the benefits of an integrated approach 
combining ARIMA and ML techniques for forecasting stock prices. The pro-
posed approach shows promise in improving prediction accuracy, thereby as-
sisting investors, traders, and financial institutions in making more informed 
decisions and managing risks effectively. When measuring the square of the er-
ror for both sampling exponential smoothing and ARIMA when executed the 
Python program, the error square is shown  

The Mean square error of the exponential smoothing model, 
Mean Square Error (MSE) = 0.0144. 
The square error of ARIMA, 
Mean Square Error (MSE) = 0.00335. 
It appears from the comparison of the two models that the more accurate is 

the model. 
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